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Foreword

From the smallest vesicle to the behavior of entire cells, the dynamics of neurons are key to the insight 

into their function and dysfunction. Since the advent of tools sensitive enough to observe neurons, 

scientists have been studying and trying to understand the flurry of activity that goes on within them. 

The reviews and research featured in this edition of Cell Press Selections provide insight into the 

progress current neuroscientists are making on how these vastly complicated, lively cells work.

Covering the scope of early developing neurites to degenerating axons and local synaptic vesicle 

movements to transport across a neuron and expanding from dividing neuronal stem cells into 

migrating neurons, the reviews and articles in this collection highlight the diversity of ways in which 

cell biology is influencing neuroscience. The insights gained from these areas of research will not only 

impact basic neurobiology but also have implications for developmental disorders, nervous system 

injury, and a host of other human disorders—the mechanisms of which are being discovered piece by 

piece in this vibrant area of science.

These articles represent only a small portion of the exciting research Cell Press has published and will 

continue to publish on neuronal cell biology. We hope you will visit www.cell.com on a regular basis to 

keep up with this fast-moving field.

Finally, we are grateful for the support of Essen BioScience (now part of Sartorius), who helped to 

make the publication of this collection possible.

Emily Niederst
Scientific Editor, Neuron

For more information about Cell Press Selections:

Jonathan Christison | Program Director | jchristison@cell.com | 617-397-2893

http://www.cell.com/
mailto:jchristison@cell.com
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Axon Self-Destruction: New Links
among SARM1, MAPKs, and NAD+ Metabolism

Josiah Gerdts,1 Daniel W. Summers,1,2 Jeffrey Milbrandt,1,3 and Aaron DiAntonio2,3,*
1Department of Genetics
2Department of Developmental Biology
3Hope Center for Neurological Disorders
Washington University School of Medicine in St. Louis, 660 Euclid Avenue, St. Louis, MO 63110, USA
*Correspondence: diantonio@wustl.edu
http://dx.doi.org/10.1016/j.neuron.2015.12.023

Wallerian axon degeneration is a form of programmed subcellular death that promotes axon breakdown in
disease and injury. Active degeneration requires SARM1 and MAP kinases, including DLK, while the NAD+
synthetic enzyme NMNAT2 prevents degeneration. New studies reveal that these pathways cooperate in a
locally mediated axon destruction program, with NAD+ metabolism playing a central role. Here, we review
the biology ofWallerian-type axon degeneration and discuss themost recent findings, with special emphasis
on critical signaling events and their potential as therapeutic targets for axonopathy.

Injury-induced axonal degeneration is a genetically encoded

program of subcellular self-destruction. Recent genetic studies

have identified essential molecular components of this axon

degeneration program. In this review, we focus on three key

players: (1) the axonal maintenance factor NMNAT2, whose

regulation helps explain the potent axoprotective activity of the

‘‘Wallerian degeneration slow’’ protein; (2) dual leucine zipper

kinase (DLK) and associated MAP kinase components, which

promote both axon degeneration and axon regeneration; and

(3) SARM1, which has emerged as the central executioner in

the axonal degeneration program. Recent exciting work is un-

covering mechanistic links among these proteins, suggesting

that this field is on the cusp of a unified model for the mechanism

of axonal degeneration. In this review, we summarize the current

understanding of axon degeneration, with particular emphasis

on the integration of these components into a single pathway,

highlighting biochemical and metabolic steps within the degen-

eration program that represent therapeutic targets to block

axon loss in disease.

Axons can extend to great lengths of more than 1 m in hu-

mans, making them uniquely susceptible to damage that often

results in irreversible disability. Axon loss is a prominent feature

of many important neurological disorders, including neuropa-

thies, traumatic injury, and multiple neurodegenerative disor-

ders. Peripheral neuropathy is the most common condition in

which axon dysfunction and degeneration are the central abnor-

malities, and it may be either acquired or hereditary. Acquired

neuropathies include diabetic and chemotherapy-induced neu-

ropathy (Albers and Pop-Busui, 2014; Cashman and Höke,

2015; Grisold et al., 2012), which are increasingly common

because of the growing prevalence of diabetes and improving

rates of cancer survivorship. Traumatic brain injury also involves

prominent axon damage, resulting in diffuse axonal injury in the

brain and spinal cord that directly impairs neuronal function and

accelerates neurodegeneration (Johnson et al., 2013). The full

contribution of axon degeneration to human morbidity is difficult

to estimate because no pharmacologic tools currently exist that

slow or halt axon degeneration; however, histologic studies have

revealed early and prominent axon loss in Alzheimer’s disease,

Parkinson’s disease, multiple sclerosis, amyotrophic lateral

sclerosis, and others (Benarroch, 2015; Burke and O’Malley,

2013; Coleman, 2005), suggesting an important role for axon

degeneration in these diseases. Thus, halting axon destruction

offers hope for therapeutic benefit in a wide range of neurologic

diseases.

Degeneration of damaged nerves was observed more than

160 years ago by Augustus Waller (Waller, 1850) and was long

believed to be a passive phenomenon. Lunn et al. (1989) chal-

lenged this notion by discovering a naturally occurring mouse

strain with profoundly delayed Wallerian degeneration. When

mice bearing the autosomal dominant ‘‘Wallerian degeneration

slow’’ (Wlds) allele underwent sciatic nerve transection, the distal

axons remained structurally and metabolically intact for up to

2 weeks without physical connection to a cell body, whereas

axons from wild-type mice degenerated in less than 2 days

(Lunn et al., 1989; Tsao et al., 1994). The Wlds mouse trans-

formed our understanding of axon degeneration, leading to the

modern view that axons, like cell bodies, possess a genetically

encoded capacity for active self-destruction. Moreover, the

Wlds gene protects axons in a variety of disease models other

than axotomy, includingmodels of glaucoma, peripheral neurop-

athy, and motor neuron disease (Beirowski et al., 2008; Ferri

et al., 2003; Hasbani and O’Malley, 2006; Mi et al., 2005; Sajadi

et al., 2004;Wang et al., 2002), suggesting that themechanismof

Wallerian-type axon degeneration is engaged in many neurolog-

ical disorders involving axon loss.

Throughout this review we use the term ‘‘axon degeneration’’

to refer exclusively to the Wallerian axon destruction pathway

that promotes pathologic axon degeneration in the settings of

injury, transport failure, and poisoning with chemotherapeutic

agents. There is a distinct caspase- and BAX-dependent

pathway that promotes degeneration in the setting of develop-

mental axon pruning and growth factor deprivation (Nikolaev

et al., 2009; Pease and Segal, 2014; Schoenmann et al., 2010;
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Vohra et al., 2010). In this review, we focus solely on theWallerian

degeneration pathway and do not address developmental axon

loss or the phagocytic clearance of damaged axons, which have

been reviewed elsewhere (Luo and O’Leary, 2005; Schuldiner

and Yaron, 2015). However, there is somemolecular commonal-

ity between injury-induced and developmental axon loss (Gerdts

et al., 2013; Schoenmann et al., 2010; Vohra et al., 2010), so pro-

cesses described belowmay also play a currently unappreciated

role in the development and plasticity of neural circuits.

Basic Features of Axon Degeneration
Axon degeneration signaling is intrinsic to the axon. After injury,

pro-destructive signaling takes place within the distal axon

segment independent of de novo transcription or translation or

external cues. The temporal progression of axon destruction

following axotomy involves an early ‘‘latent’’ period lasting �4–
6 hr in vitro (Figure 1) and �36 hr in adult nerves in vivo. During

this phase the distal axon remains physically and metabolically

intact (Coleman, 2005). Critical steps in axon degeneration

signaling take place early during the latent period, long before

axon degeneration is morphologically evident. This early latent

phase thus appears to be an ideal window for therapeutic inter-

vention. In contrast, late steps in axon degeneration, such as en-

ergetic failure, influx of calcium and resultant calpain-mediated

proteolysis of neurofilaments and other structural proteins,

axon fragmentation, and engulfment by phagocytic cells (Kurant,

2011; Wang et al., 2012; Yang et al., 2013), may be beyond the

point of no return from a therapeutic perspective.

Axon destruction is unique among cellular destruction pro-

grams because it is spatially restricted. With classic Wallerian

degeneration of a peripheral nerve, the axon segment distal to

a point of injury undergoes selective breakdown, while the prox-

imal axon segment and cell soma remain intact. Hence, axon

destruction signaling must distinguish between the portions of

axon to be destroyed and those to be spared. Two potential

mechanisms could explain the differential sensitivity of proximal

and distal axons to injury-induced destruction. The loss of

communication with the cell body could deprive the distal axon

of an axonal maintenance factor required for axon survival. Alter-

natively, a pro-degenerative signal could be selectively activated

in the distal axon following injury. As we shall see, both mecha-

nisms are at play following axon injury and likely work together to

trigger axon loss. The coordinated activity of both positive and

negative axon stability mechanisms, exemplified by NMNAT2

and SARM1, may help ensure that in healthy axons, degenera-

tion signaling is tightlymaintained in an ‘‘off’’ state in order to pre-

vent spurious axon degeneration.

The Nicotinamide Adenine Dinucleotide Biosynthetic
Enzyme NMNAT Protects Axons
A strong yet mysterious link between axon degeneration and

nicotinamide adenine dinucleotide (NAD+) metabolism emerged

from studies of the Wlds mouse. Cloning of the Wlds gene re-

vealed it to encode a chimeric fusion protein comprised of the

NAD biosynthetic enzyme nicotinamidemononucleotide adenyl-

transferase (NMNAT1), which forms NAD+ from nicotinamide

mononucleotide (NMN) and ATP (Figure 2), and a fragment of

the ubiquitination factor UBE4B (Conforti et al., 2000). Although

there was initially controversy as to the functional domains of the

Wlds protein, it is now clear that NMNAT1 is the axoprotective

component (Araki et al., 2004). The Wlds fusion protein confers

aberrant localization of the nuclear enzyme NMNAT1 to the

axon, where it functions autonomously. Accordingly, manipula-

tions that increase axonal localization of NMNAT1 confer Wlds-

like axon protection (Babetto et al., 2010; Sasaki et al., 2009a).

Direct transduction of NMNAT1 protein into severed axons

in vitro within 4 hr after axon transection (see Figure 1) is suffi-

cient to prevent later fragmentation of the axons (Sasaki and Mil-

brandt, 2010), definitively demonstrating that NMNAT1 exerts its

protective effect locally within the axonal compartment. More-

over, Wlds-expressing axons rapidly degenerate when Wlds is

depleted after injury by protein destabilization, demonstrating a

continuous local requirement for NMNAT activity in isolated

axons (Wang et al., 2015).

This axon protective activity is not a specific property of

NMNAT1 but is shared with divergent NMNAT proteins, including

the three mammalian NMNAT paralogs (1–3) and structurally dis-

similar enzymes fromarchaebacteria (Sasaki et al., 2009b; Yahata

et al., 2009; Yan et al., 2010). Moreover, mutation in the active site

abolishes axonal protection from NMNAT1 or the Wlds protein

(Araki et al., 2004; Sasaki et al., 2009b), confirming that enzymatic

activity is required. Not only does NMNAT1 expression protect

mammalian axons, but it also profoundly delays axonal degener-

ation in Drosophila (Hoopfer et al., 2006; MacDonald et al., 2006).

NMNATenzymatic activity is also necessary for axonprotection in

Drosophila (Avery et al., 2009), althoughnot in somemodels of cell

death (Zhai et al., 2008). Hence, the axoprotective mechanism of

NMNAT enzymes is evolutionarily conserved.

Although NMNAT1 is the active moiety of the Wlds protein,

axonal mis-localization of this nuclear protein is an unnatural

consequence of mutation, and endogenous NMNAT1 is not

believed to have a role in axon destruction or maintenance in

Figure 1. Time Course of Events in Axon Degeneration in Cultured
DRG Neurons
The ‘‘latent period’’ (from injury to �4–6 hr) precedes morphological changes
and is characterized by NMNAT2 depletion (Di Stefano et al., 2015) and
transient phosphorylation of MKK4 at S257/T261 (Yang et al., 2015). During
this window, axon degeneration can be halted by several protective manipu-
lations, including NMNAT protein transduction (Sasaki and Milbrandt, 2010),
SARM1 cleavage (Gerdts et al., 2015), and addition of FK866 (Sasaki et al.,
2009b; Di Stefano et al., 2015) or JNK inhibitors (Miller et al., 2009). As NAD+
declines from 3–6 hr (Wang et al., 2005), ATP levels also decline (Yang et al.,
2015), and an active and irreversible phase of axon degeneration begins with
neurofilament (NF) proteolysis (Yang et al., 2013) stimulated by calcium influx
and finally frank morphologic fragmentation of the axons. These events also
occur in vivo, albeit over a slower time course.
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wild-type animals. Instead, it is likely that NMNAT1 protects

axons by substituting for its axonal paralog, NMNAT2. Gilley

and colleagues demonstrated that NMNAT2 is trafficked ante-

rogradely in the axoplasm, and unlike NMNAT1 and NMNAT3,

NMNAT2 is labile because of constitutive proteasomal degrada-

tion. NMNAT2 turnover in the setting of disrupted axon transport

thus leads to depletion of axonal NMNAT2. NMNAT2 may repre-

sent a ‘‘survival factor’’ whose depletion can trigger the axon

destruction cascade, as knockdown of NMNAT2 in cultured neu-

rons is sufficient to cause axon degeneration in the absence of

injury (Gilley and Coleman, 2010); however, this model has yet

to be tested in in vivo injurymodels. Thus, it is likely that NMNAT2

loss following axon injury is an initiating event in the axon

destruction pathway, and axon protection by other NMNAT pro-

teins, including NMNAT1 and Wlds, occurs because they pro-

vide continuous NMNAT activity within the axon. Although at

one level this explains why Wlds and NMNAT1 are axoprotec-

tive—they substitute for the labile NMNAT2—at a more mecha-

nistic level it leaves open the question of how NMNAT activity

blocks axon degeneration. Indeed, despite the discovery of

axon protection by NMNAT more than a decade ago, the role

of its product NAD+ in axon protection and destruction remains

unclear.

NAD+ is a ubiquitous metabolite with critical roles in energy

metabolism and cell signaling (Belenky et al., 2007; Chiarugi

etal., 2012).Surprisingly, aseriesof results suggest that increased

axonal NAD+ levels alone cannot account for the protective activ-

ity of NMNAT. First, NAD+ steady-state levels are unchanged by

NMNAT1 overexpression (Mack et al., 2001), likely because the

rate-limiting step in NAD+ synthesis is the upstream conversion

of nicotinamide (Nam) to NMN that is catalyzed by the enzyme

nicotinamide phosphoribosyltransferase (NAMPT) (Figure 2).

Second, increasing NAD+ levels via metabolite supplementation,

overexpression of other enzymes in the pathway, or mutations in

NAD+-consuming enzymes that lead to a doubling ofNAD+ levels

in the axon provide modest or no axon protection (Sasaki et al.,

2006, 2009b; Wang et al., 2005). Although it cannot be excluded

that NMNAT expression increases NAD+ abundance in a subcel-

lular compartment that is not detected by whole-cell or whole-

axon measurements, these findings suggest that increased

steady-state NAD+ does not explain NMNAT protection.

An alternative model to explain axon protection by NAD+ syn-

thesis is replenishment of NAD+ in the setting of rapid loss. Loss

of NAD+ leads to failure of metabolic processes including glycol-

ysis and leads to cell death in some settings (Alano et al., 2010;

Fu et al., 2013). Wang et al. (2005) demonstrated that following

axon injury, NAD+ levels rapidly decline in the distal axon

segment prior to morphologic disruption. NMNAT expression

delayed both NAD+ loss and axon degeneration, consistent

with an upstream role for NAD+ synthesis in axonal preservation;

however, it was unclear whether NAD+ depletion was a cause or

consequence of the degenerative process. As discussed in the

section on SARM1 below, recent findings demonstrate that acti-

vation of this axodestructive molecule triggers the rapid con-

sumption of NAD+, supporting the model that NMNAT protects

axons at least in part by countering SARM1-dependent NAD+

loss.

DLK/JNK MAP Kinase Signaling Promotes Axon
Degeneration
Overexpression of Wlds and NMNAT1 demonstrate that genetic

manipulations can regulate axon degeneration; however, these

are gain-of-function manipulations and so do not prove whether

or not an endogenous pro-degenerative program exists. If gene

products function to promote axon degeneration, then loss of

function mutations in these components should delay or block

axon degeneration. In recent years, a series of genetic screens

in both flies and mice have identified a number of genes that

Figure 2. Pathways of NAD+ Synthesis and Breakdown
Top: NAD+ is synthesized from nicotinamide (Nam), nicotinic acid (Na), nico-
tinamide riboside (NR), or tryptophan (Trp). All synthetic pathways require
NMNAT. NaMN can be synthesized fromNMN in some bacteria by the enzyme
NMN deaminase (NMNd), which has no mammalian ortholog. NAD+ is broken
down by multiple classes of enzymes, including the glycohydrolase CD38
(Aksoy et al., 2006), PARPs, NUDIX phosphohydrolases (McLennan, 2006),
ARTs, and sirtuins (SIRTs). PARPs create polymers of ADPR that are often
attached to a protein substrate. ARTs transfer ADPR from NAD+ to an
acceptor molecule (X) such as a protein. SIRTs transfer an O-acetyl group from
a protein substrate to the ADPR moiety of NAD+ to yield O-acetyl-ADPR and
Nam. NaAD, nicotinic acid adenine dinucleotide; NADSYN, NAD synthetase;
NAPRT, nicotinic acid phosphoribosyltransferase; NRK, nicotinamide riboside
kinase; NUDIX, nucleoside diphosphate moiety linked X. Bottom: structure of
NAD+ with substrate moieties approximately outlined. For a more detailed
overview of this pathway, see Belenky et al. (2007) and Chiarugi et al. (2012).
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are required for axonal degeneration (Bhattacharya et al., 2012;

Osterloh et al., 2012; Rudhard et al., 2015; Wakatsuki et al.,

2011; Wishart et al., 2012). The first gene identified with this

phenotype was DLK (DLK/MAP3K12) (Miller et al., 2009), a

mitogen-activated protein kinase (MAPK) kinase kinase with a

previously described role in regulating synaptic development

(Collins et al., 2006; Nakata et al., 2005).

Injury studies in mice and flies demonstrate a role for DLK in

axon degeneration. When mutant mice lacking DLK undergo

sciatic nerve transection, degeneration of the distal axons is

significantly delayed compared to wild-type animals. DLK works

through the downstreamMAPK JNK (c-jun n-terminal kinase), as

pharmacological inhibitors of the JNK, but not P38 MAPKs, lead

to axon preservation comparable with DLK ablation (Miller et al.,

2009). Inhibition of this pathway also delays axon fragmentation

in response to the neurotoxic chemotherapeutic vincristine

(Miller et al., 2009; Yang et al., 2015), which causes chemo-

therapy-induced peripheral neuropathy, an important clinical

problem involving axon loss. The role of DLK/JNK in promoting

degeneration in response to both axotomy and a neurotoxin sug-

gests that this MAPK pathway functions in a core degeneration

program downstream of diverse insults. Moreover, this function

is conserved in Drosophila as mutation of the DLK ortholog Wal-

lenda leads to similar axon preservation after both traumatic and

neurotoxic injury (Bhattacharya et al., 2012; Miller et al., 2009).

Although loss of DLK is axoprotective, the duration of axon

protection is significantly less than with overexpression of

NMNAT/Wlds. This indicates that DLK ablation leads to partial

blockade of the axon degeneration cascade. Yang et al. (2015)

recently demonstrated that this is due to functional redundancy

with related kinases, identifying two additional members of the

MAPKKK family, MEKK4 (MAP3K4) and MLK2 (MAP3K10),

which promote axon degeneration. Knockdown of each leads

to short-term axon protection similar to DLK, but combined ge-

netic disruption of the three MAPKKKs leads to long-lasting pro-

tection in both cultured neurons and retinal ganglion cell axons

in vivo, demonstrating that MAPKKK activity constitutes a major

node in axon destruction signaling (Yang et al., 2015).

These threeMAPKKKs activate theMAPKKsMKK4 andMKK7

that in turn converge on the JNK family ofMAPKs (JNK1–3) (Yang

et al., 2015). The double MKK4/MKK7 knockout (KO) leads to

improved axon protection compared with either mutant alone,

although MKK4 appears to play the more important role. Simi-

larly, simultaneous genetic disruption of all three JNK proteins

(JNK1–3) affords stronger axon protection than knockdown of

any individual JNKparalog. Thus, there is redundancy throughout

the MAP kinase cascade. One unexplained mystery is why

pharmacological inhibitors of JNK are much less effective than

genetic manipulation of JNK1–3, even when given at doses that

should block all three isoforms (Bennett et al., 2001; Miller

et al., 2009; Yang et al., 2015).

Surprisingly, activation of the JNK axis is detected remarkably

early after axon injury; MKK4 phosphorylation at activating resi-

dues S257/T261 is detected in distal optic nerve segments

within 5–15 min of nerve crush, and this signal dissipates within

30–60 min (Yang et al., 2015). MKK4 activation thus precedes

morphologic axon fragmentation by an extended period of hours

(in vitro) to days (in vivo), during which time downstream pathway

components continue to promote axon dismantling. In this re-

gard, axon-protective JNK inhibitors are effective only when

applied to axons within 3 hr after injury in vitro (Miller et al.,

2009), confirming that the MAPK pathway performs a pro-

destructive function as the axon commits to degenerate and

before the active breakdown phase of axon loss (Figure 1).

Once JNKs are activated, how do they promote axon degen-

eration? JNK kinases have diverse biological functions in stress

responses, apoptosis, and cellular proliferation (Leppä and Boh-

mann, 1999). Although the canonical target of JNKs is the tran-

scription factor AP-1, axon degeneration is local and does not

involve transcriptional regulation. Thus efforts are focused on

identifying axonal JNK targets. One identified target is SCG10

(stathmin 2), a member of the stathmin family of microtubule

binding proteins. SCG10 is a direct JNK target that undergoes

rapid phosphorylation-dependent proteasomal degradation af-

ter axon injury (Shin et al., 2012a, 2014). SCG10 loss is likely in

part responsible for JNK-mediated axon dismantling because

SCG10 knockdown accelerates injury-induced degeneration,

whereas expression of JNK-insensitive SCG10 modestly delays

degeneration. It is likely that additional unidentified JNK targets

mediate the metabolic failure and protease activation that char-

acterize the later stages of axon degeneration.

In addition to identifying downstream targets of JNK, a second

major area of investigation is to define the mechanism by which

axon injury activates the MAPK pathway. One important clue

comes from the study of DLK, which plays a dual role in the

axon injury response, promoting both destruction of the distal

axon and regrowth of the proximal axon (Hammarlund et al.,

2009; Shin et al., 2012b; Xiong et al., 2010; Yan et al., 2009).

This suggests that DLK is a sensor of axon injury, coordinating

the degenerative and regenerative responses. What aspect of

axon injury activates DLK? One intriguing candidate is cytoskel-

etal disruption. Inworms, flies, andmice, genetic and/or pharma-

cological manipulations that impair normal cytoskeletal function

activate DLK (Bounoutas et al., 2011; Marcette et al., 2014;

Valakh et al., 2013, 2015). Cytoskeletal disruption occurs in

traumatic axon injury and in response to neurotoxic chemother-

apeutics such as vincristine and paclitaxel that cause neuro-

pathy and so is well positioned to serve as an injury signal. In

addition, othermechanisms can regulate DLK, including calcium

influx (Yan and Jin, 2012), degradation by ubiquitin ligases

(Collins et al., 2006; Nakata et al., 2005), and feedback phos-

phorylation loops (Huntwork-Rodriguez et al., 2013). However,

most of these mechanisms have been studied in the context of

development or regeneration, and less is known about their

role in DLK activation in the degenerating distal axon. Recently,

Yang et al. made a major breakthrough in our understanding

of MAPK activation following axon injury, demonstrating that

the pro-degeneration molecule SARM1 promotes and the axo-

protective molecule NMNAT inhibits MAPK activation. These

exciting findings are described below in a section on SARM1

and MAPK activation.

SARM1 Is the Executioner of Axonal Degeneration
SARM1 is an essential component of the axon degeneration

mechanism, and we suggest that it is the defining molecule

in this program, whose activation triggers an irreversible
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commitment to axon destruction. A role for SARM1 in axon

degeneration was first identified in a large-scale genetic screen

in Drosophila. In an elegant and arduous mosaic loss-of-function

screen, Osterloh et al. (2012) demonstrated that mutations in

dSarm (also called ect4) led to a profound delay in the degenera-

tion of olfactory receptor neuron axons after axotomy. SARM1

was also identified in a genome-wide RNAi screen in primary

mouse neurons, in which knockdown of SARM1 led to long-last-

ing protection of sensory neurons against injury-induced axon

degeneration (Gerdts et al., 2013). In vivo, SARM1 KO mice

show marked preservation of axons for up to 14 days after nerve

transection, which is comparable with the protection afforded by

overexpression of axon-targeted NMNAT (Gerdts et al., 2013; Os-

terloh et al., 2012). As with DLK, SARM1 is also required for axon

degeneration in response to vincristine in cellular models of

chemotherapy-induced peripheral neuropathy. Finally, one study

showed that SARM1 mediates rapid axon loss in cultured DRG

neurons following trophic factor withdrawal, in parallel with a tran-

scription-dependent pathway (Gerdts et al., 2013); however,

another study showed that SARM1�/� DRG explant cultures

degenerate normally in response to trophic withdrawal (Osterloh

et al., 2012). Altogether, these findings demonstrate that SARM1

is an essential component of an evolutionarily conserved axon

degeneration program that responds to disparate insults.

Although SARM1 was recently linked to axon degeneration,

prior studies in other contexts provide insights into the SARM1

mechanism of action. SARM1 is an intracellular protein that is

predominantly associated with the outer mitochondrial mem-

brane (Panneerselvam et al., 2012), although this mitochondrial

location is not necessary for its role in axon destruction (Gerdts

et al., 2013). SARM1 is also present at synapses and associated

with microtubules (Chen et al., 2011; Kim et al., 2007). SARM1

contains a C-terminal Toll-interleukin receptor (TIR) domain, sug-

gesting that it might function like the other four known cytosolic

TIR-containing proteins as a scaffold for Toll-like receptor (TLR)

signaling. However, SARM1 is unique among these proteins in

that loss of SARM1 does not impair TLR signaling (Kim et al.,

2007), and SARM1 overexpression paradoxically inhibits TLR

signaling (Carty et al., 2006). Moreover, the SARM1 TIR domain

evolutionarily predates TIR-containing receptors and appears

to be the ancestral mammalian TIR domain because of its similar-

ity to TIR domains found in bacterial proteins (Zhang et al., 2011).

Hence, SARM1 is likely not a canonical TLR adaptor, although

SARM1 does function in cellular stress responses. Mammalian

SARM1 is most highly expressed in the nervous system and pro-

motes neuronal death under hypoxic conditions (Kim et al., 2007)

and in response to viral infection (Mukherjee et al., 2013). The role

of SARM1 in regulating neuronal cell death is described in more

detail below. In C. elegans and Drosophila, the SARM1 orthologs

tir-1 and dSARM (ect-4) function in innate immunity (Akhouayri

et al., 2011; Couillault et al., 2004; Liberati et al., 2004), and in

C. elegans, tir-1 also regulates non-apoptotic programmed cell

death and some cell fate decisions (Blum et al., 2012; Chuang

and Bargmann, 2005). It is not known whether SARM1 uses the

same or distinct mechanisms to drive adaptive responses such

as induction of host defense genes as it does to promote degen-

erative responses in the axon.

What is the molecular function of SARM1? SARM1 has no

known enzymatic activity, but it has multiple protein interaction

domains that appear to have distinct roles in SARM1 regulation

and activity. In addition to the C-terminal (TIR) domain, SARM1

contains two tandem sterile alpha motif (SAM) domains and an

N-terminal region with multiple armadillo repeat motifs (ARMs).

Typically, SAM domains mediate homo- and/or heteromultimeri-

zation (Qiao and Bowie, 2005), while ARM domains participate in

diverse protein interactions. As an initial step toward under-

standing this domain architecture in relation to axon degenera-

tion, a structure-function study was performed by expressing

SARM1mutant proteins in DRG neurons undergoing axon injury.

This analysis generated a straightforward model of SARM1 ac-

tion (Gerdts et al., 2013) (Figure 3).

First, the N-terminal domain of SARM1 is auto-inhibitory, re-

straining the pro-degenerative activity of the protein. Although

overexpression of full-length SARM1 does not cause or accel-

erate axon degeneration, SARM1 lacking the N-terminal domain

elicits highly penetrant axon degeneration and cell death in both

mammalian and Drosophila neurons in the absence of injury.

Interestingly, the N-terminal region of the C. elegans SARM1

ortholog tir-1 similarly exerts an auto-inhibitory function in the

control of odorant receptor gene expression (Chuang and Barg-

mann, 2005), demonstrating commonality in mechanism despite

the very different cellular outcome. Whether or how an upstream

signal relieves SARM1 auto-inhibition is unknown, but one attrac-

tive model is that injury leads to a conformation change that

exposes, or allows the formation of, a TIR domain dimer (see

below).

Second, the SAM and TIR domains of SARM1 have coopera-

tive pro-destructive roles. The SAM domains mediate SARM1-

SARM1 binding, and this is essential for SARM1 function. The

TIR domain is the critical effector, and functional SARM1 com-

plexes require multiple TIR domains to promote axon degen-

eration. These roles are illustrated by the dominant-negative

activity of TIR-less SARM1 mutants, which form non-functional

complexes with full-length SARM1 (Gerdts et al., 2013). Thus,

SARM1 undergoes SAM-mediated multimerization that brings

Figure 3. A Working Model of SARM1 Auto-inhibition and Activation
upon Injury
Top: SARM1 is made up of three regions: (1) an auto-inhibitory N terminus
(Nterm) comprised of multiple ARMs, (2) tandem SAM domains that mediate
SARM1-SARM1 binding (SAMx2), and (3) a TIR domain that triggers axon
degeneration upon multimerization. Bottom: SARM1 multimers are inactive
(auto-inhibited) in uninjured axons. Injury leads to SARM1 activation, perhaps
through release of inhibition, exposing TIR domain multimers that transmit a
pro-destructive signal to unknown effector molecule(s).
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multiple TIR domains into proximity. The associated TIR do-

mains are the active portion of the SARM1 complex, initiating

downstream signaling. Therefore, forced dimerization of TIR do-

mains using pharmacologically controlled dimerization domains

is sufficient to trigger rapid axon degeneration (Gerdts et al.,

2015; Yang et al., 2015) (Figure 3). It is presumed that the TIR

multimer serves as a scaffold that associates with and activates

a downstream effector (Figure 3), much like the TIR domains of

TLR proteins (Kang and Lee, 2011).

The insights gleaned from these structure-function studies

have enabled the development of novel experimental tools to

study critical aspects of SARM1 function. For instance, does

SARM1 participate directly in the degeneration process after

injury, or does it instead function prior to injury to regulate the ca-

pacity of the neuron to respond to a subsequent injury? The tem-

poral requirement for SARM1 after injury was examined using a

fully functional protease-sensitized SARM1 mutant molecule

that could be inactivated by addition of a drug. Expression of

this SARM1 mutant in SARM1�/� neurons promoted injury-

induced axon degeneration similar to wild-type neurons; how-

ever, SARM1 inactivation blocked degeneration, even if the

drugwas added 2 hr after injury. Thus, in this system, SARM1 ac-

tivity was required after axon severing, indicating that SARM1

functions within the injured axon to promote destruction. More-

over, local activation of SARM1 signaling within axons is suffi-

cient to cause local destruction: when TIR dimerization is elicited

in axons grown in compartment chambers, the treated axons

degenerate, leaving untreated proximal axon and soma intact

(Gerdts et al., 2015). Taken together, SARM1 functions locally

within the axon after injury, where its activation is sufficient to

cause destruction, and this raises the question of what destruc-

tive process lies downstream of SARM1.

SARM1 Activation Triggers NAD+ Depletion
Recent work has linked SARM1 to NAD+, the metabolic product

of NMNAT enzymes. Following axotomy, NAD+ levels decline in

the axon (Wang et al., 2005). This loss of NAD+ is markedly sup-

pressed in SARM1�/� axons both in vitro and in vivo, placing

NAD+ loss downstream of SARM1 (Gerdts et al., 2015). To

evaluate whether NAD+ loss is a consequence of SARM1 activa-

tion, NAD+ levels weremeasured following SARM1 activation via

chemically induced TIR dimerization. Remarkably, upon TIR

dimerization, neuronal NAD+ was depleted within minutes, fol-

lowed quickly by ATP loss and later by morphological destruc-

tion of the axon. This SARM1-induced NAD+ depletion occurs

via chemical breakdown of NAD+ rather than synthetic blockade

or efflux. In heterologous cells, TIR dimerization led to cleavage

of exogenous NAD+, yielding nicotinamide (Gerdts et al., 2015),

and so SARM1-induced NAD+ depletion in neurons is also likely

due to NAD+ cleavage. NAD+ depletion may be the essential

function of SARM1, as alternative methods to induce NAD+

loss can bypass the requirement for SARM1 in axon degenera-

tion. SARM1-independent NAD+ breakdown in SARM1�/� cells

induced by a pharmacologically controlled poly ADP-ribose

polymerase (PARP) enzyme causes axon degeneration, demon-

strating that NAD+ loss is sufficient to trigger degeneration. Inter-

estingly, SARM1-induced axon destruction was fully blocked by

concurrent increased NAD+ synthesis, either by expression of

the NAD+ synthetic enzymes NAMPT and NMNAT or by supple-

mentation with the NAD+ precursor NR (see Figure 2) (Gerdts

et al., 2015). Together, these findings unify previous observa-

tions regarding Wlds/NMNAT axon protection with the recent

discovery that SARM1 loss prevents axon degeneration,

providing a framework for understanding the axon destructive

pathway.

Assuming that SARM1 functions to trigger rapid NAD+ break-

down in axons, as seems likely, the question becomes, by what

mechanism does SARM1 degrade NAD+? There are two poten-

tial models. First, the SARM1 TIR domain may have intrinsic

enzymatic NADase activity. This would be a novel and surprising

finding, as the best studied TIR domains serve as scaffolds.

However the SARM1 TIR domain may have additional proper-

ties, as it is the ancestral TIR domain and is more similar to bac-

terial TIR domains than to other metazoan TIR domains (Zhang

et al., 2011). The second possibility is that SARM1 TIR can acti-

vate an NAD+-consuming enzyme. NAD+ can be consumed by a

variety of enzymes, including PARPs, ADP ribosyltransferases

(ARTs), and sirtuin proteins, that yield nicotinamide and an

ADP-ribosylated product (Figure 2). SARM1 activation still de-

pletes NAD+ in cells mutant for the NAD+-consuming enzymes

PARP1 and CD38, so these cannot be the relevant enzymes

(Gerdts et al., 2015). Identification of the relevant enzyme may

require an understanding of the underlying chemical reaction,

which is currently not known. Nicotinamide is formed from

NAD+ upon SARM1 activation, but whether it is produced in a

single step is unclear. Moreover, the fate of the ADP ribose

(ADPR) moiety of NAD+ after SARM1 activation is still unknown,

as it is not detected in poly ADP-ribose or in ADP-ribosylated

protein targets. Identification of the NAD+-consuming enzyme

and the reaction it catalyzes is quite important, as it is an addi-

tional novel therapeutic candidate for blocking axon loss.

Mechanistic Links between Axodestructive SARM1 and
Axoprotective NMNAT2
Although there are strong data that NAD+ depletion is down-

stream of SARM1 activation, additional compelling data indicate

that the relationship among NAD+ metabolism, SARM1, and

axon degeneration is more complex. As described above,

NMNAT2 is an endogenous axon survival factor that synthesizes

NAD+ from NMN and ATP. Genetic KO of NMNAT2 is embryonic

lethal, and the embryos have dramatic defects in axon extension

(Gilley et al., 2013, 2015). Remarkably, the embryonic lethality

and axon defects in NMNAT2 KO mice are rescued by loss of

SARM1 as NMNAT2/SARM1 double-KO animals are healthy

into adulthood (Gilley et al., 2015). This epistatic relationship is

consistent with the model that NMNAT2 functions to inhibit

SARM1 activity: NMNAT2 inhibition of SARM1 is not necessary

if SARM1 is missing. This model is also consistent with data

from transected axons. NMNAT2 is a labile protein that is lost

within 2 to 3 hr after axotomy, and loss of NMNAT2 is sufficient

to trigger axon degeneration. Moreover, SARM1 appears to

function at roughly the same time after axotomy (Gerdts et al.,

2015). Hence, loss of NMNAT2 may be the trigger that activates

SARM1. How might NMNAT2 loss activate SARM1? An obvious

candidate is NAD+ loss. NMNAT2 synthesizes NAD+, so loss of

NMNAT2 should lead to a decline in NAD+ levels. If lower NAD+
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levels activate SARM1, then this would induce SARM1-depen-

dent NAD+ cleavage and result in a feedforwardmechanism trig-

gering catastrophic NAD+ loss in the axon. Axonal NMNAT1/

Wlds would protect axons at two levels, substituting for

NMNAT2 to reduce SARM1 activation and promoting NAD+ syn-

thesis to counter SARM1-dependent NAD+ depletion.

Recently, Coleman, Conforti, and colleagues proposed an

alternative model, the NMN hypothesis (Di Stefano et al.,

2015). Not only does NMNAT2 synthesize NAD+, but it also con-

sumes NMN as a substrate to synthesize NAD+. In this model,

NMN levels rise with the loss of NMNAT2, and this is the trigger

for axon degeneration. There are functional data that support a

role for NMN in promoting axon degeneration. For example, the

enzyme NAMPT that synthesizes NMN from nicotinamide and

phosphoribosyl pyrophosphate is inhibited by FK866. Treat-

ment with FK866 leads to a short-lived delay in axon degenera-

tion (Sasaki et al., 2009b; Di Stefano et al., 2015), although the

degree of protection is much less than that afforded by expres-

sion of NMNAT1/Wlds or by loss of SARM1. Perhaps the most

intriguing evidence supporting the NMN hypothesis is that

expression of a bacterial NMN deamidase enzyme that con-

verts NMN to NaMN (nicotinic acid mononucleotide) provides

robust axon preservation that is comparable with NMNAT/

Wlds (Di Stefano et al., 2015). The observation that both NMNAT

and NMN deamidase consume NMN, and both lead to long-

lasting axonal protection, is most simply explained by the

NMN hypothesis.

If NMNAT protects axons by consumption of NMN, this

would appear to contradict the model that NAD+ synthesis

by NMNAT protects axons by counteracting NAD+ depletion

by SARM1 (Gerdts et al., 2015). However, these models are

not necessarily contradictory or even mutually exclusive.

NAD+ breakdown induced by SARM1 activation leads to

increased nicotinamide, which is converted to NMN by NAMPT.

If NMN accumulation actually promotes SARM1 activation,

then its accumulation through this salvage pathway provides

a plausible mechanism for a feedforward process. NMNAT ac-

tivity could thus counteract axon destruction by preventing

NMN accumulation upstream of SARM1 activation and

restoring NAD+ levels downstream (Figure 4). This model may

explain why the NAMPT inhibitor FK866 delays axon degener-

ation after injury (Sasaki et al., 2009b; Di Stefano et al., 2015)

but accelerates it after direct SARM1 activation (Gerdts et al.,

2015).

The NMN hypothesis successfully explains a number of find-

ings, yet some observations are inconsistent with this model.

For example, the axon degeneration program is evolutionarily

conserved in Drosophila, yet NMN is not an intermediate in the

NAD+ biosynthesis pathway in the fly and so is unlikely to

accumulate in injured axons (Gossmann et al., 2012). Other

findings are also difficult to reconcile with the NMN hypothe-

sis. First, NMN is postulated to trigger axon degeneration,

yet exogenous addition of NMN can delay injury-induced

degeneration (Wang et al., 2015). Second, overexpression of

NAMPT, which synthesizes NMN, leads to short-lived axonal

protection following injury (Sasaki et al., 2006), although the

NMN hypothesis would predict this to accelerate or induce

axon degeneration. Taken together, these findings do not

lead to a single, simple model. Although it is clear that altering

NMN and NAD+ homeostasis profoundly affects axonal sur-

vival, additional studies are required to determine the relevant

mechanisms.

SARM1 Activation Triggers MAPK Activation
Forced dimerization of the SARM1 TIR domains triggers NAD+

depletion (Gerdts et al., 2015) and activates MAPK signaling

(Yang et al., 2015). These results tie SARM1 and NAD+ to pro-

degenerative MAPK signaling in the axon. Work in C. elegans

provided the first evidence that SARM1 activates MAPK

signaling. The C. elegans SARM1 ortholog tir-1 acts upstream

of the MAPKKK nsy-1 both in innate immunity signaling and in

the control of odorant receptor expression (Chuang and Barg-

mann, 2005; Liberati et al., 2004). Mammalian SARM1 also sig-

nals through a MAPK pathway, regulating mammalian dendrite

morphogenesis (Chen et al., 2011). Yang et al. (2015) tested

this relationship in injured mammalian axons, finding that axot-

omy induces a SARM1-dependent MKK4 phosphorylation in

optic nerves. In addition, MAPK pathway activation is down-

stream of an NMNAT-sensitive step, as injury-induced MKK4

phosphorylation in optic nerves was absent in mice overex-

pressing NMNAT1. In conjunction with the functional data

described above showing that MAPK signaling is required for

axon degeneration, this work leads to the model that SARM1 in-

duces and NMNAT1 inhibits axon injury-induced MAPK activa-

tion, and MAPK activation triggers axonal degeneration (Yang

et al., 2015).

Several questions about MAPK signaling in axon destruction

remain unanswered. First, how does SARM1 trigger MAPK acti-

vation? Although the biochemical steps are unknown, SARM1

can bind to JNK3 (Kim et al., 2007), consistent with a direct acti-

vation mechanism. Second, how does JNK activity in the distal

Figure 4. Working Model of an Integrated Axon Degeneration
Signaling Cascade
Injury leads to SARM1 activation (Osterloh et al., 2012) and NMNAT2 depletion
(Gilley and Coleman, 2010). PHR1 promotes NMNAT2 turnover, leading to
faster depletion (Babetto et al., 2013; Xiong et al., 2012). Activated SARM1
promotes NAD+ depletion (Gerdts et al., 2015), and NMNAT2 loss prevents
NAD+ synthesis and causes an increased ratio of NMN to ATP+ADP+AMP,
which may activate SARM1 (Gilley et al., 2015). NAD+ loss leads to glycolytic
failure and ATP depletion. SARM1 also activates MAPK pathway signaling
(Yang et al., 2015), which promotes SCG10 proteolysis (Shin et al., 2012a) and
contributes to ATP depletion, perhaps via NAD+ depletion. MAPK activation is
counteracted by injury-stimulated ATK1 activity (Yang et al., 2015), and AKT is
in turn destabilized by ZNRF1 (Wakatsuki et al., 2011). Energetic failure pro-
motes ionic imbalance including intra-axonal calcium accumulation, leading to
calpain activation and proteolysis of intermediate filaments in the axonal
cytoskeleton (Yang et al., 2013). Cumulative structural damage leads to irre-
versible fragmentation of the damaged axon (Wang et al., 2012). Arrows with
questions marks reflect postulated interactions.
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axon drive degeneration while proximal JNK activity promotes

axon regrowth? Third, what is the relationship between

SARM1-induced MAPK activation and NAD+ depletion? Do

they function in a linear pathway, and if so, which is a down-

stream consequence of the other? Fourth, how can SARM1-

dependent MAPK activation peak within minutes of injury

(Yang et al., 2015) while SARM1 and NMNAT appear to function

hours after injury? NMNAT protein can be transduced into sev-

ered axons up to 4 hr after injury and still exert potent protection

(Sasaki and Milbrandt, 2010), and cleavage of protease-sensi-

tized SARM1 up to 2 hr after injury is similarly protective (Gerdts

et al., 2015). These protein transduction and overexpression

studies may not reflect the true kinetics of endogenous NMNAT2

loss or SARM1 activation, but they suggest that any destructive

signaling downstream of SARM1 and NMNAT would be acti-

vated hours, not minutes, after injury. This inconsistency sug-

gests that MAPKsmay not only be active immediately after injury

but also may function at other stages to promote degeneration.

Additional Pathways Modulate the Core Axon
Degeneration Program
The studies described above suggest that loss of NMNAT2 and

activation of SARM1 and the MAPK cascade are central ele-

ments of a core axon degeneration process. Identification of

these key nodes in the program provides a framework for un-

derstanding the mechanism of additional genes and drugs

that modulate axon degeneration. Multiple investigators are

identifying factors that can affect the degeneration program,

and at least a subset is likely to impinge on the NMNAT2/

SARM1/MAPK program (Barrientos et al., 2011; Bhattacharya

et al., 2012; Brace et al., 2014; Mishra et al., 2013; Wakatsuki

et al., 2011). Two exciting recent examples are the identification

of the PHR ubiquitin ligase as an important regulator of

NMNAT2 levels and of the kinase AKT as a negative regulator

of MKK4.

The PHR ligase functions as an E3 ubiquitin ligase with well-

described roles in the regulation of synaptic development (Collins

et al., 2006; Nakata et al., 2005). Recently, work inDrosophila and

mouse demonstrates that this protein also promotes Wallerian

degeneration (Babetto et al., 2013; Xiong et al., 2012). Loss of

the Drosophila PHR ortholog highwire leads to profound protec-

tion of injured axons that is comparable with that elicited by over-

expression of Wlds/NMNAT1. Xiong et al. (2012) demonstrated

that Highwire ubiquitinates and promotes the degradation of

the endogenous Drosophila NMNAT protein. In the absence of

Highwire, NMNAT levels are high prior to injury and remain

elevated after injury, leading to axonal protection (Xiong et al.,

2012). Loss of the mouse PHR ortholog Phr1 boosts the levels

of NMNAT2 and leads to axonal protection, although after injury,

NMNAT2 levels still decline, indicating that additional mecha-

nisms promote NMNAT2 loss after injury in the mouse (Babetto

et al., 2013). As additional genes are identified that regulate

axonal degeneration, it will be important to assess their role in

regulating NMNAT2 levels. Indeed, a recent study demonstrated

that SkpA is a component of the Highwire ligase complex that

functions with Highwire to promote axonal degeneration via

regulation of NMNAT (Brace et al., 2014). In addition to ubiquiti-

nation, NMNAT2 is also regulated by palmitoylation, which con-

trols NMNAT2 localization and function (Milde et al., 2013).

Hence, molecular pathways that control expression, stability,

and/or localization of NMNAT2 are likely to be key factors con-

trolling the stability of axons. More broadly, mechanisms that

boost NAD+ synthesis may promote axon maintenance. Indeed,

the neuroprotective molecule P7C3, which is protective in animal

models of neurodegenerative diseases and axon loss, has been

proposed to work by activating NAMPT, the rate-limiting enzyme

in the NAD+ biosynthesis pathway (Wang et al., 2014).

Positive and negative regulation of the pro-degenerative

MAPK pathway is another candidate mechanism for modifying

the axon degeneration program. The kinase AKT is such a nega-

tive regulator, directly phosphorylating MKK4 at Ser78 within

minutes of axon injury. This phosphorylation favors axon preser-

vation as AKT inhibition or expression of MKK4-Ser78Ala, which

is AKT resistant, both accelerate injury-induced axon degenera-

tion (Yang et al., 2015). Interestingly, AKT is also regulated by

injury: it is targeted for proteasomal degradation by the action

of the E3 ligase ZNRF1, leading to a decline in AKT protein levels

following axon injury (Wakatsuki et al., 2011). This decline in AKT

may accelerate axon degeneration by removing a negative regu-

lator of MAPK signaling. Although the protective effect of AKT in

the setting of axon transection is somewhat modest, regulation

of MKK4 by AKT may be important in the setting of reversible

axon damage and highlights the potential for identifying modula-

tory mechanisms that impinge on the core degeneration pro-

gram. Finally, factors that block the activation or function of

SARM1 are predicted to potently block axon degeneration and

to be therapeutic candidates for preservation of axons following

injury and disease; however, to date no such factors have been

identified.

Sarmoptosis: A Destructive Role for SARM1 beyond the
Axon
SARM1 induces degeneration by triggering a metabolic catas-

trophe that can be compartmentalized within the cell, allowing

selective loss of the axon while preserving the neuron. However,

when SARM1 is active in the cell body, this metabolic crisis is

highly effective in triggering cell death. Engineered SARM1 frag-

ments induce cell death in primary neurons as well as immortal-

ized cell lines (Gerdts et al., 2013, 2015), with the site of activation

within the cell determining whether this leads to selective axon

loss or cell death. Moreover, endogenous SARM1 promotes

neuronal cell death in response to various insults, includingmito-

chondrial poisons, oxygen-glucose deprivation, and neurotropic

viruses (Kim et al., 2007; Mukherjee et al., 2013; Summers et al.,

2014). This function is conserved in C. elegans: the SARM1 or-

tholog tir-1 promotes non-apoptotic developmental cell death,

death triggered by anoxia, and motor neuron degeneration in

an ALS model (Blum et al., 2012; Hayakawa et al., 2011; Vérièpe

et al., 2015). Hence, SARM1 is a flexible executioner, able to

trigger local axon loss or global neuron death.

Sarmoptosis, or SARM1-dependent death, is distinct from the

well-characterized death programs of apoptosis, necroptosis,

and parthanatos (Summers et al., 2014). These programmed

self-destruction pathways are defined predominantly by their

reliance on specific executioner factors (e.g., caspases) and

via morphological criteria (Kroemer et al., 2009). The classic
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pathway for programmed cell death is apoptosis. Several lines of

evidence demonstrate that SARM1-dependent death is distinct

from apoptosis. Pan-caspase inhibitors, BclXl overexpression,

and transcriptional inhibitors, which are standard inhibitors of

apoptosis, do not block SARM1-dependent death of sensory

neurons during mitochondrial dysfunction. Moreover, loss of

SARM1 does not inhibit neuronal cell death after expression of

pro-apoptotic proteins or trophic factor withdrawal (Gerdts

et al., 2013; Osterloh et al., 2012), a classic model of caspase-

dependent apoptosis (Yuan and Yankner, 2000). Studies with

activated SARM1 fragments also support this distinction. Cell

death induced by SARM1 lacking the auto-inhibitory N-terminal

domain occurs without caspase activation and is transcription-

independent. There appear to be cell-type-specific SARM1 ac-

tions as it triggers caspase-3 activation and cell death in immune

cells (Panneerselvam et al., 2013).

Sarmoptosis shares some features with non-apoptotic cell

destruction programs such as necroptosis (RIPK dependent)

and parthanatos (Parp1 dependent), two death pathways that

promote neurodegeneration (Vanden Berghe et al., 2014). In

models of sarmoptosis, cell death is preceded by large swellings

of the plasma membrane, a prominent feature of energetic crisis

that is observed during necroptosis. However, RIPK inhibitors,

which block necroptosis, do not inhibit SARM1-dependent

neuronal cell death. SARM1 activation stimulates rapid NAD+

depletion, which also occurs when Parp1 is activated during par-

thanatos to generate poly ADP-ribose (Andrabi et al., 2008).

However, pharmacological inhibition of Parp1 does not affect

activated SARM1-mediated cell death nor death of sensory neu-

rons uponmitochondrial dysfunction (Summers et al., 2014), and

activated SARM1 potently induces neuronal cell death in Parp1

mutant neurons (Gerdts et al., 2015). Finally, SARM1-dependent

NAD+ depletion does not generate PolyADP-ribose or detect-

able protein PARylation (Gerdts et al., 2015), which distinguishes

SARM1-mediated cell death from parthanatos. Taken together,

these studies define sarmoptosis as a distinct and novel pro-

grammed cell destruction pathway that contributes to neurode-

generation.

Although the cell death programs described above can act in

isolation, neuronal cell death in response to traumatic injury is

highly complex. For example, both apoptotic and non-apoptotic

pathways are implicated in neuronal death after cerebellar

ischemia (Yuan, 2009). There is likely crosstalk among sarmop-

tosis and other programmed death pathways in pathological

models of neuronal death. Indeed, SARM1 and Parp1 are both

activated in response to oxidative stress and both trigger

NAD+ depletion (Berger, 1985; Summers et al., 2014), suggest-

ing that combinatorial inhibition of SARM1 and Parp1 might be

beneficial. Understanding the interplay among death networks

will be essential for designing the most effective therapeutics

for neurodegeneration.

Future Directions
More than 160 years after Waller’s seminal discovery, the field of

axonal degeneration is rapidly progressing. We now understand

that axon degeneration is an active and regulated process, and

the key molecular players are being identified and their functions

elucidated. Although there is much left to discover about the

fundamental mechanisms underlying axon degeneration, the

next generation of questions are already clear. The most press-

ing challenge is to leverage these new mechanistic insights to

develop therapeutic agents that can preserve axons and main-

tain neuronal function in the injured and diseased nervous sys-

tem. Here the demands are 2-fold. First, we must identify those

conditions that would benefit from blocking Sarm1-dependent

degeneration. This may be limited to axonopathies such as pe-

ripheral neuropathy, but it may also include neurodegenerative

diseases in which axon loss is an early event or in which sarmop-

tosis contributes to neuronal cell death. With clinical targets

defined, the second goal is to identify pharmacological agents

that block the pathway. Although the development of such ther-

apies remains on the horizon, recent progress in defining the

axon degeneration pathway provides obvious candidate targets.

These include agents to (1) promote NAD+ biosynthesis,

including preservation of NMNAT2 activity; (2) block the activa-

tion or function of SARM1; and (3) inhibit the activity of the

MAPK pathway. Pharmaceutical companies are developing se-

lective inhibitors of relevant kinases (Patel et al., 2015); however,

similar progress in identifying agents to manipulate NMNAT2

turnover and SARM1 function will require a much more detailed

understanding of the biochemical events underlying the core

axon degeneration program.

Moving forward, it will be interesting to link the roles of MAPK

signaling, NAD+ metabolism, and SARM1 biology in axonal

degeneration to broader questions in neuronal physiology and

pathophysiology. For MAPK signal a central mystery is how the

consequence of MAPK signaling is selectively regulated. Here

we discussed the role of the MAPK pathway in axonal degener-

ation, yet the same molecules promote axonal regeneration or

apoptosis in other situations. What are the key determinants

choosing among these outcomes, and might manipulating these

specificity mechanisms provide novel therapeutic approaches

for neuronal protection or repair? NAD+ metabolism is an area

that has been underexplored in the nervous system. As animals

age, NAD+ levels drop, and advanced age is a significant risk

factor for many neurodegenerative diseases. What mechanisms

lead to this decline in NAD+, andmightmaintenance of a youthful

NAD+ concentration promote neuronal health? Finally, what are

the links between the role of SARM1 for axon degeneration and

in other pathways, including innate immunity and developmental

signaling? Is the fundamental molecular mechanism of SARM1

action conserved? In the axon, SARM1 triggers a metabolic

crisis due to a rapid depletion of NAD+, yet in other systems,

SARM1 participates in conventional signaling pathways. Might

there be an unappreciated role for SARM1-dependent modula-

tion of NAD+ levels in innate immunity or developmental

signaling? Finally, the power of SARM1 to sculpt the axon locally

may not be limited to degenerative events. SARM1 is well posi-

tioned to mediate structural synaptic plasticity via the selective

elimination of axon branches. Indeed, the emerging appreciation

of the potential implications of the SARM1 axon degeneration

program is reminiscent of early work in the area of apoptosis.

The identification of a new degenerative program that is both

active and regulable may have profound implications for our un-

derstanding of neuronal development, homeostatic function,

and disease.
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Review
Moonlighting Motors: Kinesin,
Dynein, and Cell Polarity
Wen Lu1 and Vladimir I. Gelfand1,*

In addition to their well-known role in transporting cargoes in the cytoplasm,
microtubule motors organize their own tracks – the microtubules. While this
function is mostly studied in the context of cell division, it is essential for
microtubule organization and generation of cell polarity in interphase cells.
Kinesin-1, the most abundant microtubule motor, plays a role in the initial
formation of neurites. This review describes the mechanism of kinesin-1-driven
microtubule sliding and discusses its biological significance in neurons. Recent
studies describing the interplay between kinesin-1 and cytoplasmic dynein in
the translocation of microtubules are discussed. In addition, we evaluate recent
work exploring the developmental regulation of microtubule sliding during
axonal outgrowth and regeneration. Collectively, the discussed works suggest
that sliding of interphase microtubules by motors is a novel force-generating
mechanism that reorganizes the cytoskeleton and drives shape change and
polarization.

Kinesin-1-Driven Microtubule Sliding in Neurons and Non-Neuronal Cells
The standard and well-studied function of conventional kinesin (also known as kinesin-1 or
KIF5) is to transport cargoes along microtubules towards plus-ends. Recently, several
studies, including the work of our group, have uncovered a novel ‘unconventional’ function
of kinesin-1 in sliding cytoplasmic microtubules against each other. Biochemical studies
demonstrated that, in addition to the well-characterized N-terminal motor domain [1,2],
kinesin-1 has another microtubule-binding site at the C [233_TD$DIFF]terminus of the heavy chain
(kinesin-1 heavy chain, KHC) [3,4]. This C-terminal microtubule-binding site contains multiple
basic amino acids that are highly conserved across many species (Figure 1). This site can
bind to an acidic E-hook at the tubulin C [233_TD$DIFF]terminus through complementary electrostatic
interactions [3,4], and, unlike the N-terminal motor domain, is ATP-independent. Using the
N-terminal motor domain and the C-terminal binding site, kinesin-1 can cross-bridge two
microtubules and move them against each other (microtubule sliding, Figure 1). In this case,
the microtubule that is bound to the C [233_TD$DIFF]terminus of the heavy chain becomes a ‘cargo’
for kinesin-1, while the other microtubule serves as a track (Figure 1). When kinesin-1
motor walks on one microtubule (track), it moves another microtubule (cargo) relative to
the track microtubule (Figure 1). Experiments overexpressing the kinesin-1 C-terminal tail
in tissue culture cells showed that the C-terminal tail decorates microtubules uniformly
[5,6], indicating that all microtubules [234_TD$DIFF]are identical in their ability to bind to the kinesin-1
C-terminal tail. Thus kinesin-1 probably binds to two microtubules in a random orientation
(statistically 50% upright and 50% upside-down, simplified as two opposite kinesin-1
motors in Figure 2). Therefore, it is likely that every microtubule serves both as a cargo
and as a track at the same time. In this scenario, kinesin-1 only slides antiparallel micro-
tubules against each other (Figure 2A). If it cross-bridges parallel microtubules, the forces
of kinesins in opposite orientations are subtracted, and no movement can be produced
(Figure 2B).

Trends
Contrary to the textbook view, cyto-
plasmic microtubules in interphase
cells are not static; they robustly slide
in the cytoplasm moved by microtu-
bule motors.

Two motors contribute to microtubule
sliding: kinesin-1 that slides microtu-
bules against each other, and cytoplas-
mic dynein that drives microtubule
movement relative to the cell cortex.

Sliding microtubules can drive cell
shape change by pushing against
the plasma membrane.

Plus-end motor kinesin-1 and minus-
end motor dynein cooperate to achieve
the correct microtubule organization in
the axons.

Microtubule sliding activity is develop-
mentally regulated independently of
the global regulation of the motor
activity.

F-actin in the growth cone of growing
neurites antagonizes the neurite out-
growth by preventing sliding microtu-
bules from penetrating into the growth
cone.

Cargoes can be transported by hitch-
hiking on moving microtubules.
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Microtubule sliding by kinesin-1 was first proposed based on in vivo observations in a study of
the fungus Ustilago maydis. Straube and colleagues demonstrated that kinesin-1 causes
microtubule bending and bundling [7]. To directly visualize microtubule sliding, our group
fused a photoconvertible protein tag to tubulin and imaged microtubule movement in
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Figure 1. Highly Conserved C-Terminal Microtubule Binding Site of Kinesin-1 Heavy Chain. Amino acids of kinesin-1
heavy chain C-terminal region from 11 species are aligned in Clustal Omega (www.ebi.ac.uk/Tools/msa/clustalo) using the
following kinesin heavy chain protein sequences: Caenorhabditis elegans (roundworm); Drosophila melanogaster (fruit fly),
Aplysia californica (California sea hare), Doryteuthis pealeii (longfin inshore squid), Strongylocentrotus purpuratus (purple
sea urchin), Danio rerio (zebrafish), Xenopus tropicalis (western clawed frog), Gallus gallus domesticus (chicken), Rattus
norvegicus (brown rat), Mus musculus (house mouse), and Homo sapiens (KIF5A, KIF5B, and KIF5C). The ATP-
independent microtubule binding site is highlighted in the light blue box, and all basic residues in the microtubule binding
site are labeled in red.
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MT sliding by kinesin-1 MT bunding by kinesin-1

+

+

+−

−−

−

+

Figure 2. Microtubule Sliding by Kinesin-1 Requires Antiparallel Orientation. Kinesin-1 [226_TD$DIFF]binding to two microtubules using its motor domain and C-terminal microtubule
binding site leads to sliding of antiparallel microtubules (A) and bundling of parallel microtubules (B).
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interphase cells. Local photoconversion of this probe can be used to apply fiduciary marks on
microtubules. Following these marks (photoconverted microtubule segments) allows visuali-
zation of microtubule movements in live cells (Figure 3). We documented robust microtubule
sliding in many types of tissue culture cells, including Drosophila S2 cells, Xenopus fibroblasts,
and rat kangaroo epithelial Ptk2 cells [8,9]. Table 1 provides an overview of different
approaches to visualizing microtubule sliding.

Experiments in Drosophila S2 cells demonstrated that depolymerization of actin cytoskeleton
with latrunculin B, or its fragmentation by cytochalasin D before plating, results in formation of
multiple radial processes filled with microtubules [8,10–14]. We further demonstrated that this
dramatic process formation is driven by kinesin-powered microtubule sliding [8].

We later detected microtubule sliding by kinesin-1 in cultured Drosophila primary neurons,
including embryonic neurons [15] and larval motor neurons [16], as well as in sensory neurons in
vivo [88_TD$DIFF][6]. Furthermore, not only do microtubules slide in differentiating neurons, but, remarkably,
their sliding drives initial extension of neurites in cultured neurons by pushing against the plasma
membrane at the tips of the neurites [15–17], consistent with the data that destabilization of
actin filaments induces fast axon outgrowth [18]. These data demonstrate that, at least at the
initial stages of neurite outgrowth, microtubule sliding by kinesin-1 provides the driving forces
for neurite extension [15]. These data are consistent with the previous work in cultured rat

(A) (B)

(D)

(C)

Figure 3. Visualization of Microtubule Sliding in Drosophila Neurons Using Photoconvertible Tubulin. (A) A spherical-
shaped young neuron expressing photoconvertible Eos-tagged a-tubulin. (B) 400 nm light is applied to a restricted area to
photoconvert a subset of microtubules in the young neurons. (C) A subset of microtubules is photoconverted from green to
red. (D) Red microtubule fragments are scattered throughout the cell body and in the newly formed neurites by
microtubule–microtubule sliding, revealed by time-lapse movies.
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hippocampal neurons describing shorter axons after kinesin-1 knockdown [19]. Furthermore,
kinesin-dependent microtubule sliding is also required for neurite membrane extension during
axon regeneration after injury in culture [16]. In a recently published study from our group, we
were able to detect kinesin-dependent microtubule sliding in the growing sensory neurons
underneath pupal bristles in vivo [6], further indicating that microtubule sliding is important for
neuronal development.

Interestingly, another motor that can slide microtubules, cytoplasmic dynein, is dispensable for
neurite outgrowth and axonal regeneration [8,14–16,20] (see more on the role of dynein in the
section of ‘Interplay between kinesin-1 and dynein in microtubule organization'). To experi-
mentally test the kinesin-driven microtubule sliding mechanism presented in Figure 1, we
generated a mutant form of kinesin that decreases its microtubule-sliding ability without
affecting its cargo-transporting function. We mutated four highly conserved amino residues
at the C-terminal microtubule binding site (914-RKRYQ-918 to 914-AAAYA-918) based on a
human kinesin-1 (KIF5B) tail mutant that showed a 20-fold decrease in microtubule binding in
vitro [4], creating KhcmutA

[232_TD$DIFF]. KhcmutA significantly reduced kinesin-1 tail microtubule binding and
thus kinesin-driven microtubule sliding in Drosophila S2 cells, while conventional kinesin-driven

Table 1. Summary of Visualization of Microtubule Sliding and Related Motors

Species Cell type Visualization method Motors
involved

[227_TD$DIFF]Refs

Ustilago maydis Single cell GFP-a-tubulin Kinesin-1 and
dynein

Straube [228_TD$DIFF]et al. 2006 [7]

Drosophila melanogaster S2 cells (tissue culture) mCherry–tubulin and Dendra2–a-tubulin
(photoconversion);

Kinesin-1 Jolly [228_TD$DIFF]et al. 2010 [8]

Xenopus Fibroblast (tissue culture) Dendra2–Xenopus a-tubulin (photoconversion) Kinesin-1 Jolly [228_TD$DIFF]et al. 2010 [8]

Rat Kangaroo epithelial Ptk2 cells
(tissue culture)

GFP–tubulin Kinesin-1 Jolly [228_TD$DIFF]et al. 2010 [8]

Drosophila melanogaster Embryonic neurons (primary
culture)

tdEos2–a-tubulin (photoconversion) Kinesin-1 Lu [228_TD$DIFF]et al. 2013 [15]

Drosophila melanogaster Larval motor neurons (primary
culture)

tdEos2–a-tubulin (photoconversion) Kinesin-1 Lu [228_TD$DIFF]et al. 2015 [16]

Drosophila melanogaster Sensory neurons underneath the
pupal bristles in vivo

tdMaple3–a-tubulin (photoconversion) Kinesin-1 Winding [228_TD$DIFF]et al. 2016 [6]

Caenorhabditis elegans Motor neurons in vivo EBP-2–GFP (plus-end microtubule marker) Kinesin-1 Yan [228_TD$DIFF]et al. 2013 [21]

Mouse Myoblast C2C12 (tissue culture) mEos2–tubulin (photoconversion) Kinesin-1 and
dynein

Mogessie [228_TD$DIFF]et al. 2015 [39]

Amoeba Reticulomyxa Single cell Differential interference contrast (DIC)
microscopy movie

Dynein Koonce [228_TD$DIFF]et al. 1987 [65];
Euteneuer [229_TD$DIFF]et al.1989 [66]

Rat Sympathetic neurons (primary
culture)

EGFP–tubulin and photobleaching Dynein He [228_TD$DIFF]et al. 2005 [25]

Mouse/monkey Neuro-2a and Cos7 (tissue
culture)

GFP-tagged and mCherry-tagged microtubule-
associated protein MAP2c (fluorescence
speckle and total internal reflection
fluorescence, TIRF, microscopy)

Dynein Dehmelt [230_TD$DIFF]et al. 2006 [28];
Mazel et al. 2014 [29]

Chicken Dorsal root ganglion neurons
(primary culture)

EGFP–a-tubulin Dynein Grabham [228_TD$DIFF]et al. 2007 [30]

Chicken Dorsal root ganglion neurons
(primary culture)

Docked mitochondria as fiducial markers for
bulk cytoskeleton movements

Dynein Roossien [228_TD$DIFF]et al. 2014 [31]

Drosophila melanogaster Larval brain neurons (primary
culture) and S2 cells (tissue
culture)

GFP–CAMSAP (minus-endmicrotubulemarker)
and EB1–GFP (plus-end microtubule marker)

Dynein Del Castillo [228_TD$DIFF]et al. 2015 [14]
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cargo transport was unaffected [6]. This sliding-deficient mutant allows us to experimentally
dissociate the defects caused by impaired microtubule sliding from the defects caused by the
reduced cargo transport. Based on the S2 work, we generated a genomic knock-in Drosophila
line carrying this tail mutant, KhcmutA [6]. Remarkably, KhcmutA displayed reduced in kinesin-
driven microtubule sliding in cultured neurons and neurons in vivo. Furthermore, KhcmutA

flies
showed major defects of neurite outgrowth in culture, and of axonal and dendritic patterning in
vivo [6]. These defects in the nervous system lead to decreased locomotion and increased
lethality, which indicates that kinesin-driven microtubule sliding is an essential developmental
process in addition to the well-recognized kinesin-driven cargo transport.

A similar tail mutant in the C-terminal microtubule binding site was generated in C. elegans by
the group of Shen [21] who showed that microtubule polarity in dendrites, but not kinesin-driven
mitochondria transport, is affected in this mutant. Shen and colleagues proposed that kinesin-1
slides plus-ends out microtubules out of the dendrites (consistent with the model presented in
Figure 2A).

Both the motor domain and the ATP-independent microtubule binding site at the C terminus of
the heavy chain are highly evolutionary conserved [5,6,22] (Figure 1). Therefore, we propose
that microtubule sliding can serve as a universal and essential mechanism driving reorganiza-
tion of the microtubule networks. In agreement with this idea, we have observed microtubule
sliding in mammalian cells [8]; furthermore, human kinesin-1 heavy chain (KIF5B) fully rescues
microtubule sliding in Drosophila S2 cells [6]. Because neurons are the most polarized cell type
in animals, microtubule sliding is essential for neurons by providing the mechanical force for cell
shape changes during neuronal differentiation and regeneration.

Interplay Between Kinesin-1 and Dynein in Microtubule Organization
In addition to the plus-endmotor kinesin-1, minus-endmotor cytoplasmic dynein has also been
implicated as a motor for microtubule movement in neurons and tissue culture cells.

Using cultured rat sympathetic neurons, the Baas and colleagues have shown that dynein is
important for the transport of microtubule fragments released from centrosomes, and for the
anterograde transport of microtubules in axons [23–27]. Dehmelt and colleagues demon-
strated that dynein pushes bundledmicrotubules outwards in Neuro2A neuroblastoma cell and
primary hippocampal neurons, and that this movement is important for neurite initiation [28].
Directional movement and bending of microtubules is associated with and dependent on
cortical dynein in COS7 cells and Neuro2A cells [29]. The group of Vallee showed that dynein is
required for microtubule advance into the growth cone during axonal outgrowth in both chicken
DRG neurons and rat hippocampal neurons [30]. This is further supported by a study fromMiller
and colleagues showing that en masse microtubule anterograde translocation was abolished
upon dynein inhibition in chicken DRG neurons [31].

The popular model of dynein-driven microtubule movement is that the dynein complex binds to
an immobilized stable scaffold, such as cortical F-actin, and pushes microtubules in the
cytoplasm [28,31,32] (Figure 4). Alternatively, dynein can potentially bind to two microtubules
simultaneously, using its two motor domains, and slide them apart. Such a possibility was
demonstrated in vitro [33], although it is unclear whether this takes place in cells.

Interestingly, kinesin-driven and dynein-driven sliding models are not mutually exclusive. A
recent study from our group showed that kinesin-1 and dynein activities are coordinated and
function at different developmental stages to ensure normal neurite outgrowth and correct
organization of microtubules in the axons of Drosophila larval brain neurons [34]. In this study
we showed that, at early stages of initial neurite outgrowth, kinesin-1-driven microtubule sliding
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breaks the spherical symmetry of undifferentiated neurons, and drives initial neurite extensions,
with minus-ends of microtubules pushing out the plasma membrane at the tips of the
processes. This sliding can be favored in the anterograde direction because microtubules
tangled or crosslinked in the cell body restrict retrograde sliding and provide the mechanical
support for initial neurite extension (Figure 4, left panel). Later, cytoplasmic dynein becomes
essential for microtubule sorting, establishing the uniform (plus-ends out) orientation of micro-
tubules in the axons by sliding ‘minus-end-out' microtubules [235_TD$DIFF]towards the cell body (Figure 4,
right panel). It can potentially also participate in outgrowth bymoving plus-end out microtubules
[235_TD$DIFF]towards the tips, as demonstrated by other laboratories [23–26,30,31]. Dynein sorting function
requires its recruitment to actin cortex because depolymerization of F-actin phenocopied
dynein inhibition, while artificial recruitment of dynein to the plasma membrane bypassed
the requirement for F-actin [34]. This is consistent with a recent report from the group of
Hoogenraad showing that initially the neurites of rat hippocampal and cortical neurons contain
microtubules of mixed polarity; in later stages the mixed orientation in axons changes to the
uniform (plus-ends-out), while the mixed orientation in dendrites is preserved [35]. This
suggests that during polarization the sorting machinery removes minus-end-out microtubules
only from axons. In addition to its function of sorting minus-ends-out microtubules, dynein may
mediate the forward movement of plus-ends-out microtubules, antagonizing myosin-mediated
actin retrograde flow and neurite retraction [26,30,31] (Figure 4, right panel).

What triggers this transition from kinesin-driven to dynein-driven sliding is not unknown. The
easiest explanation is that the transition is simply triggered by the changing geometry of the

Kinesin-1
heavy chain

Microtubule
F-ac�n

Myosin

Cytoplasmic
dynein

Microtubule
crosslinker(s)

Microtubule sor�ng by
cor�cally anchored dynein

In�al extension by
kinesin-driven sliding

+–

+

+

+

+

+

+

+
+

+
+

– –

–

–

–
–

–
–

–

–
+

Retrograde
flow

Ι

Key:

Figure 4. A Model of Microtubule Motors Driving Microtubule Sliding at Different Stages. Kinesin-1 drives the sliding apart
of antiparallel microtubules in early-stage neurons, inducing the formation of initial neurites in spherical-shaped young
neurons (left panel). At later stages, cytoplasmic dynein anchors at cell cortex by interacting with F-actin, and sorts out
microtubules in the wrong orientation (minus-ends out), and slidesmicrotubules of right orientation (plus-ends out) towards
the growth cone to counteract actin retrograde flow driven by myosins (right panel). Both kinesin-driven and dynein-driven
microtubule sliding can be regulated by microtubule crosslinker(s).
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developing neuron. Cortical dynein alone in a spherical cell cannot initiate process formation
because by definition it would only move microtubules parallel to the cell surface, while kinesin-
1 slides microtubules to form initial neurite extension by pushing against the plasmamembrane
(Figure 4, left panel). After the initial process is formed, dynein tethered to the cortex of the
process started to drive both outgrowth, by pushing the plus-ends-out microtubules forward,
and sorting by removing the minus-ends-out microtubules because the force produced by
cortical dynein in the process will be directed parallel to the axis of the axon. At the same time,
the ability of kinesin-1 to slide microtubules would be constrained because kinesin-1 cannot
slide parallel microtubules in the axons, and instead bundles them (Figure 2B and Figure 4, right
panel). Thus, simple geometry can explain the shift from kinesin-driven to dynein-driven neurite
extension. In addition to cell geometry, biochemical regulation can also contribute to the switch
between kinesin-1 and dynein sliding activity (see below).

Developmental Regulation of Microtubule Sliding
Because microtubule sliding is essential for axon elongation and regeneration, it is not
surprising that sliding is developmentally regulated. Microtubule sliding is only active in young
growing neurons, and becomes undetectable as they mature [15,16]. Downregulation of
microtubule sliding is not caused by inhibition of kinesin-1 because kinesin-1-dependent
organelle transport is still active in mature neurons [9,15,16,36]. We demonstrated that a
‘mitotic' kinesin, Pavarotti (a kinesin-6 family member known in other organisms as MKLP1,
CHO1, or KIF20A), is a potent negative regulator of kinesin-1-driven sliding of cytoplasmic
microtubules [17], most likely by crosslinking antiparallel microtubules in neurons. Because
Pavarotti contains multiple nuclear localization signals (NLS) at its C-terminal tail, and is mainly
localized in the nucleus in interphase cells [37,38], it is likely that translocation of Pavarotti from
the nucleus to the cytoplasm causes inhibition of microtubule sliding. This speculation is
supported by the fact that ectopic expression of NLS-mutated Pavarotti resulted in dramatic
inhibition of microtubule sliding and axon growth [17].

Microtubule sliding is downregulated in fully grown mature neurons; however, sliding can be
reactivated by axonal injury. Reactivation depends on the formation of antiparallel microtubules
near the injury site, and is essential for driving initial axonal regeneration [16]. It will be interesting
to see whether suppression of kinesin-6 could stimulate axonal regeneration and, if so, whether
it can be potentially used for treatment of neurodegenerative diseases as well as spinal cord
and brain injuries.

Another example of developmental regulation of microtubule sliding is observed during mouse
myogenesis. Microtubule movement has been demonstrated in mouse myoblast C2C12 cells
during myogenesis and differentiation [39]. Straube and colleagues demonstrated that a novel
isoform of microtubule-associated protein MAP4, oMAP4, functions as a microtubule cross-
linker that inhibits microtubule sliding during myogenic differentiation [39]. The ability of oMAP4
to inhibit sliding is mostly regulated by its expression level: expression is upregulated during
myogenic differentiation, when microtubule sliding is greatly reduced [39]. Thus, although
microtubule crosslinking could serve as a general braking mechanism, the regulators them-
selves could be cell type-specific (oMAP4 during myogenic differentiation versus kinesin-6 in
neurons).

Moreover, developmental downregulation of microtubule sliding observed in neurons [15–17]
may help to resolve the longstanding debate about whether tubulin is transported as a polymer
or as subunits in the axons [40,41]. Microtubule movement along the axons has been reported
in Xenopus embryonic neurons [42,43] and rat sympathetic neurons [23,44], but no microtu-
bule movement could be detected in rat neuron-like PC-12 cells [45], chicken DRG neurons
[46], or mouse sensory neuron [47]. It is interesting to note that neurons in which microtubule
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movement was reported are characterized by fast neurite outgrowth (>25 mm/h) [15,42,48–
50]. As we reported, microtubule movement rate is highly correlated with neurite growth rate
[15,17]. Therefore, the discrepancies in the previous studies are likely explained by different
neurite outgrowth rates at different development stages: the high level of microtubule sliding is
only detected during fast outgrowth, whereas during slow neurite outgrowth microtubule
sliding becomes undetectable and/or easily obscured by microtubule dynamics.

The Role of F-actin in the Growth Cone
Despite the fact that F-actin is at the extreme periphery of the leading edge of the growth cone,
numerous studies have shown that it is dispensable for neurite outgrowth; instead, disruption of
F-actin leads to faster neurite outgrowth, probably by allowing microtubules penetrate into the
growth cone to drive the extension [18,51–57]. Consistent with these findings, we showed that
both fragmentation of F-actin by cytochalasin D and its total depolymerization by latrunculin B
stimulate neurite outgrowth in Drosophila embryonic neurons. In the absence of F-actin at the
neurite tip, sliding microtubules push directly against the cell membrane to make [236_TD$DIFF]membrane
protrusions [15,17]. In addition, it has been shown that local disruption of F-actin (cytochalasin
D and latrunculin B) in rat hippocampal neurons favors axonal specification, and global
disruption of F-actin leads to the formation of multiple long axons [18]. Disruption of F-actin
also caused defects in axon targeting and branching [54,55]. Thus, F-actin in the growth cone
plays an important role in outgrowth control and growth cone steering by allowing microtubule
penetration in part of the growth cone towards local guidance cues [58,59]. Uncoupling of
microtubules and F-actin in the growth cone, such as in mutants of the microtubule and actin
crosslinker, spectraplakin/short stop, led to mistargeting of axons in vivo [60,61].

Intriguingly, a recent paper from the laboratory of Svitkina [62] questioned these studies, and
claimed that F-actin polymerization drives neurite extension. We cannot exclude the possibility
that, at particular stages of slow axonal outgrowth, actin filaments do provide some driving
force for axonal and/or dendritic outgrowth or steering. However, Chia et al. [62] did not directly
show that actin polymerization indeed drives neurite extension. Instead, they showed that after
treatment with cytochalasin D or latrunculin B some F-actin remains as a cluster ('actin bulb') at
the collapsed growth cone of some growing neurites. They argued that actin polymerization is
required for neurite extension. In fact, cytochalasin D binds to growing ends of F-actin and
prevent the addition of actin monomers (G-actin) [63], while latrunculin B binds to G-actin and
prevents F-actin assembly [64], which means that both drugs effectively inhibit actin dynamics.
The remnants of actin staining at the neurite tip after drug treatment suggested that these actin
filaments are stable, which, together with the bulk of other published data [15,17,18,51–57],
argues against their conclusion that actin polymerization drives [237_TD$DIFF]neurite extension. Furthermore,
their interpretation failed to explain why actin-specific inhibitors increase rather than decrease
the rate of axon outgrowth.

Cargo Riding on Moving Microtubules: Another Form of Hitchhiking
Cargo transport andmicrotubule sliding are twomain and conserved functions of kinesin-1. It is
possible that some cargoes can simply ride on sliding microtubules and be transported within
the cells along microtubules. This hypothesis was first proposed based on the observations of
organelles moving with sliding microtubules in the amoeba Reticulomyxa [65–67]. More
recently, an observation of concerted movement of peroxisomes in Drosophila S2 cells led
to the speculation that they are attached to a moving microtubule [12]. Our recent study of
Drosophila ooplasmic streaming revisited this hitchhiking hypothesis. We showed that kinesin-
driven microtubule sliding is required for cytoplasmic streaming in Drosophila oocytes [22].
Unlike sliding in neurons, microtubule sliding in oocytes occurs between the cortex-anchored
and free microtubules. This sliding generates unidirectional movement of cytoplasm. Inhibition
of sliding by a kinesin mutation (KhcmutA

[233_TD$DIFF], see section ‘Kinesin-1-driven microtubule sliding in

512 Trends in Cell Biology, July 2017, Vol. 27, No. 7



neurons and non-neuronal cells') resulted in a more diffuse pattern of posterior determinants in
the oocyte. We propose that cytoplasmic streaming refines the posterior determination by
bringing determinants that are attached to moving microtubules to the posterior pole for proper
anchorage [22]. This is consistent with previous studies suggesting that streaming transports
polarity determinants in the oocytes [68–70]. This ‘ride-on-microtubules’mode of transport can
serve as a quick and efficient way of redistributing organelles and mRNAs/proteins in parallel
with microtubule reorganization, especially in big cells such as oocytes. More validation and
future studies in other cell types and higher organisms are needed to further test this
hypothesis.

Concluding Remarks and Future Perspectives
With the recent studies frommultiple groups, interphasemicrotubule sliding emerges as a novel
driving force for neurite outgrowth and microtubule reorganization. Kinesin-1 and cytoplasmic
dynein both play important roles in driving microtubule movements, and in defining cell shape
and microtubule organization/orientation. Furthermore, new studies reveal that motor-driven
microtubule sliding is tightly controlled by developmental mechanisms. The new studies
provide insights into the mechanism and regulation of this microtubule movement in neurons
and other cells, and generate many more interesting questions: how do kinesin-1 and dynein
switch their activities between microtubule sliding and cargo transport? How is dynein
anchored to the cortex to slide microtubules in the axons? Is the activity of dynein-sorting
mechanism differently regulated in axons versus dendrites? What regulates the activity of
crosslinkers that inhibit microtubule sliding in neurons and other cell types? More studies will be
necessary to address these important issues [238_TD$DIFF](see Outstanding Questions).
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Special Series: Mitochondria

Feature Review
The Interplay of Axonal Energy
Homeostasis and
Mitochondrial Trafficking and
Anchoring
Zu-Hang Sheng1,*

Mitochondria are key cellular power plants essential for neuronal growth,
survival, function, and regeneration after injury. Given their unique morphologi-
cal features, neurons face exceptional challenges in maintaining energy
homeostasis at distal synapses and growth cones where energy is in high
demand. Efficient regulation of mitochondrial trafficking and anchoring is criti-
cal for neurons tomeet altered energy requirements. Mitochondrial dysfunction
and impaired transport have been implicated in several major neurological
disorders. Thus, research into energy-mediated regulation of mitochondrial
recruitment and redistribution is an important emerging frontier. In this review,
I discuss new insights into the mechanisms regulating mitochondrial trafficking
and anchoring, and provide an updated overview of how mitochondrial motility
maintains energy homeostasis in axons, thus contributing to neuronal growth,
regeneration, and synaptic function.

Neurons Face Unique Challenges in Maintaining Energy Homeostasis
Mitochondria are the main cellular energy powerhouses that convert glucose and pyruvate into
ATP through the electron transport chain and oxidative phosphorylation [1]. Mitochondria
provide most of the ATP required in the brain to power various neuronal functions [2]. Thus, a
constant ATP supply is essential for nerve cell growth, survival, and function [3]. In the brain,
synapses are the primary sites of ATP consumption; here, mitochondria supply �93% of the
ATP, while glycolysis generates only�7% of the ATP [4]. Due to their high-energy demand and
unique polarized structures, neurons require specialized mechanisms to maintain energy
homeostasis throughout the cell, particularly at distal synapses and in axons that can extend
several centimeters long or even up to a meter in some peripheral nerves [5,6]. Given that ATP
has a limited diffusion capacity in the long axonal process [7,8], a fundamental question
remains: do energy deficits or bioenergetic failure occur early in distal axons under physiological
and pathological stress conditions? This is a particularly important question that is relevant to a
range of neurodegenerative diseases that associate with degeneration of synaptic terminals
during the early disease stages and with energy deficits [9,10].

Mitochondria in axons and at synapses maintain energy homeostasis that is essential for
synaptic functions [4], including synapse assembly [11], generation of action and synaptic
potentials [12], and synaptic vesicle (SV) trafficking and recycling [8,13]. In addition, mitochon-
dria efficiently buffer transient Ca2+[446_TD$DIFF] by sequestering Ca2+ influx [14–17]. While less than 50% of
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presynaptic terminals in hippocampal regions have mitochondria [18], most synapses may
have motile mitochondria passing by. Depleting mitochondria from axon terminals impairs
synaptic transmission [8,13,19]. Defective mitochondrial transport combined with energy
deficits is implicated in the failed axonal regeneration after injury and the pathogenesis of
several major neurological disorders, including Alzheimer’s and Parkinson’s diseases [20–22].
Mitochondria also alter their motility under certain stress conditions or when their integrity is
impaired [23–26]. Therefore, efficient regulation of mitochondrial motility is critical for neurons to
meet altered energy requirements and to remove damaged mitochondria or replenish healthy
ones, thus maintaining energy homeostasis in distal axons and at synapses.

Thus, research into themechanisms regulatingmitochondrialmotility anddistribution in response
to changes in energy consumption and homeostasis is an important emerging frontier. Recent
advances provide exciting lines of evidence as to howmitochondrial trafficking and anchoring are
coordinated to sense and respond to altered energy requirements under physiological and
pathological stress conditions. Here, I provide a brief overview of the mechanisms regulating
axonal mitochondrial trafficking and anchoring and discuss recent findings on how: (i) mitochon-
drial transport influences energy homeostasis in distal axons and at synapses, thus regulating
axonal growth and regeneration, and synaptic function; and (ii) mitochondrial recruitment is
regulated in response to changes in bioenergetic status. Additional insights from different
perspectives can be found in other outstanding reviews [5,6,10,21,27–32].

The Mechanisms of Mitochondrial Trafficking and Anchoring
Long-distance mitochondrial transport is driven by microtubule (MT)-based and ATP-depen-
dent molecular motors: the plus end-directed kinesin and the minus end-directed dynein [33].
Axonal MTs are uniformly arranged so that their plus-end is directed distally and the minus-end
is toward the soma; thus, kinesin motors move in an anterograde direction toward distal axons,
while dynein motors mediate retrograde transport toward the soma. Kinesin-1 family members,
also known as KIF5A, KIF5B, and KIF5C, are the main motors driving mitochondrial transport in
neurons [34,35]. Kinesin-1 motor proteins contain two heavy chains (KHC) and two light chains
(KLC). The motor domain of KHC has ATPase activity and binds directly to MTs, whereas its C-
terminal domain associates with a KLC or interacts with cargoes. The monomeric kinesin-3
motor family member KIF1Ba has also been demonstrated to mediate the anterograde
transport of mitochondria in neurons [33]. Motor proteins are recruited to mitochondria through
their cargo adaptors, thus ensuring targeted trafficking and regulation of mitochondrial trans-
port [21] (Figure 1, Box 1).

In axons of the central nervous system (CNS) in vitro, most mitochondria remain stationary,
while approximately 20–30% are motile [8]. Those motile mitochondria can become stationary
and stationary ones can be remobilized in response to changes in bioenergetic status and
synaptic activity. Thus, axonal mitochondria deploy an anchoring mechanism in addition to
motor-driven transport. This model was recently validated by a study demonstrating that
syntaphilin (SNPH) acts as a ‘static anchor’ specific for axonal mitochondria [36,37]. SNPH
selectively targets to the outer membrane of axonal mitochondria through its C-terminal
mitochondria-targeting domain and axon-sorting sequence. SNPH arrests axonal mitochon-
drial transport by anchoring them to MTs. Overexpressing SNPH abolished axonal mitochon-
drial transport, whereas deleting snph robustly enhanced axonal mitochondrial motility to 78%
in 2-week-old cultured hippocampal neurons and to 71% in ex vivo axonal bundles of sciatic
nerves from 2-month-old mice [22,36,37]. These data indicate that SNPH acts as an anchoring
protein that restricts axonal mitochondrial transport. Thus, snph-knockout (KO) mice serve as
an ideal genetic model for investigating how enhanced transport of axonal mitochondria
influences synaptic function, axonal growth, and regenerative capacity in response to altered
energy requirements.
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Energy-Demanding Synaptic Activity Regulates Mitochondrial Transport
Synaptic function is driven by ATP [4], which supports synapse assembly [11], powers action
potentials [12], and fuels SV trafficking and recycling [8,13,38,39]. Due to the high energy
demand at synapses, the constant and local ATP supply is critical to maintaining ionic
gradients and supporting neurotransmission. Dysfunction or loss of synaptic mitochondria
leads to synaptic deficits, which are associated with the neuropathologies found in several
major neurodegenerative diseases [21]. Elevated intracellular Ca2+ [390_TD$DIFF], through activation of
voltage-dependent calcium channels or NMDA receptors, recruits mitochondria to activated
synapses [40–42]. The mechanisms underlying such activity-dependent mitochondrial
recruitment were not known until the identification of Miro as a Ca2+ sensor [35,43,44]. Miro
is a mitochondrial outer membrane protein with Ca2+-binding EF hands [45]. By sensing
cytosolic Ca2+, Miro arrests mitochondria at activated synapses through the inactivation of
the transport machineries. A Miro-Ca2+ sensing model was proposed whereby, when a
trafficking mitochondrion passes through an active synapse, elevated Ca2+ binds to Miro and
induces its conformational changes, thus disrupting the motor–adaptor complexes of KIF5-
Trak-Miro (in mammals) or KIF5-Milton-Miro (in Drosophila) [35,44]. By this mechanism,
mitochondria are immobilized at activated synapses (Figure 2A,B). However, this model
has been disputed because it is unclear whether the KIF5 motor remains associated with
arrested mitochondria or is released from the organelle upon immobilization. It is also unclear
how this sensing pathway inactivates dynein-mediated retrograde transport. A genetic
mouse study using a neuronal miro1 deletion showed that Miro1 loss did not prevent Ca2
+-dependent inhibition of mitochondria motility [46]. A second study consistently showed that
mitochondrial trafficking in miro1 deletion neurons remained sensitive to neuronal activation
[47]. These two mouse genetic studies raise questions as to whether Miro1 is essential for the
Ca2+-mediated inhibition of mitochondrial transport and whether the remaining Miro2 in these
miro1mutant neurons or other mechanisms in place can immobilize mitochondria by sensing
Ca2+. These studies also suggest that mitochondrial immobilization requires a static anchor-
ing mechanism.

Mo�le
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Figure 1. Motors and/or Adaptors and Anchoring Proteins Have Opposite Roles in Regulating Axonal
Mitochondrial Motility. Long-distance axonal mitochondrial transport is driven by microtubule (MT)-based molecular
motors: the plus end-directed kinesin and the minus end-directed dynein. Axonal MTs are uniformly arranged so that
their plus-end is directed distally and the minus-end is toward the soma; thus, most kinesin motors move toward distal
axons, while dynein motors mediate retrograde transport toward the soma. The kinesin-1 family proteins (KIF5A, KIF5B,
and KIF5C) are the main motors driving mitochondrial transport in neurons. Kinesin-1 motors interact with mitochondria
through adaptor proteins. Axonal mitochondria also deploy an anchoring mechanism in addition to motor-driven
transport. Syntaphilin (SNPH) acts as a ‘static anchor’ specific for axonal mitochondria. SNPH arrests mitochondrial
transport by anchoring them to MTs. In central nervous system (CNS) axons, most mitochondria remain stationary,
while approximately 20–30% are motile. Motile mitochondria can become stationary and stationary ones can be
remobilized. The balance of motile versus stationary axonal mitochondria depends on the relative action of the motor
and/or adaptor and SNPH.
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This possibility was tested in a recent study showing that activating the Miro-Ca2+[447_TD$DIFF] sensing
pathway failed to arrest axonal mitochondria in snph KO hippocampal neurons [37]. Deleting
the snph gene abolished the activity-dependent immobilization of mitochondria in axons, but
not in dendrites, consistent with SNPH expression that is specific to axonal mitochondria. It was
further revealed that SNPH competes with Trak2 to bind with KIF5 motors and inhibits motor
ATPase activity. Thus, synaptic activity favors the KIF5-SNPH anchoring interaction and SNPH
coordinates with the Miro-Ca2+ sensing mechanism for arresting axonal mitochondrial traffick-
ing. These findings suggest a new ‘engine-switch and brake’ model, whereby, when a motile
mitochondrion passes by an activated synapse, SNPH responds to elevated Ca2+ levels (stop
sign) to switch off the engine (motor) and places a brake on the mitochondrion, thereby
arresting the mitochondrion on the MT track. When the Ca2+ signal is removed, the cargo-
loaded motor-adaptor complexes can be quickly reactivated (Figure 2C). This ‘engine-switch
and brake’ model represents an interplay between the KIF5-Trak-Miro complex and the
anchoring protein SNPH, thus effectively turning on/off trafficking and the anchoring mecha-
nism in response to changes in energy-demanding synaptic activity.

Mitochondrial Motility Influences Energy Homeostasis and Presynaptic
Strength
A quantitative analysis of presynaptic ATP levels showed that electrical activity imposes large
bioenergetic demands that are met via local ATP synthesis in presynaptic boutons, in which SV
recycling consumesmost of the presynaptic ATP [38]. A brief interruption of local ATP synthesis
severely impairs presynaptic function. Consistently, Pathak et al. [39] showed that SV endo-
cytosis requires higher ATP consumption compared [392_TD$DIFF]with SV exocytosis and reacidification.
While both these studies suggest that presynaptic ATP supply is required to maintain sustained
synaptic transmission, they also raise the question of whether defects in mitochondrial anchor-
ing at presynaptic boutons cause local energy deficits, thus impairing the maintenance of SV
release and recycling. Previous studies provided evidence that the loss of mitochondria from

Box 1. Motors and Adaptors in Mitochondrial Transport

The Drosophila protein Milton and its mammal orthologs Trak1 and Trak2 function as adaptors linking the C-terminal
domain of KIF5 motors to mitochondria through Miro1 or Miro2, Rho-GTPases present in the mitochondrial outer
membrane [45,80,81]. Miro contains EF hand Ca2+-binding motifs and GTPase domains, thus allowing mitochondrial
transport to be regulated in response to Ca2+ signaling. KIF5, Milton/Trak, and Miro1/2 constitute the motor–adaptor
complexes driving anterograde mitochondrial transport. Mutation of the milton or miro genes in Drosophila depletes
mitochondria at synaptic terminals [29,81]. In mouse hippocampal neurons, the Miro1/Trak2 complex is a key regulator
of mitochondrial transport [35]. Expressing Miro1 facilitates the recruitment of Trak2 to mitochondria, while depleting
Trak1 impairs mitochondrial transport in axons [82,83]. The role of Miro was further confirmed in two recent studies with
miro1 deletion mouse models. The first study showed that neuron-specific loss of Miro1 caused the depletion of
mitochondria from corticospinal tract axons, resulting in progressive neurological deficits [46]. However, the second
study demonstrated that Miro1, but not Miro2, is the primary regulator of mitochondrial transport in both axons and
dendrites. Miro1 deletion caused a depletion of mitochondria from distal dendrites accompanied by a marked reduction
in dendritic complexity [47]. Syntabulin is an alternative KIF5 adaptor for driving mitochondrial transport. It attaches to
the outer mitochondrial membrane via its C-terminal domain and recruits KIF5 motors to mitochondria [34]. Depleting
syntabulin or blocking its coupling to KIF5 impairedmitochondrial transport from the soma to distal axons. The presence
of several motor adaptors for mitochondria highlights the complex regulation of their motility in response to various
physiological signals. Dynein motors mediate retrograde mitochondrial movement in axons. Cytoplasmic dynein
comprises two dynein heavy chains (DHCs) and several intermediate (DICs), light intermediate (DLICs), and light chains
(DLCs). DHCs function as motors and the association of the dynein motor with cargoes and the regulation of its motility
involve other polypeptides. Dynein associates with Drosophila mitochondria and mutations in DHC alter the velocities
and run lengths of mitochondrial retrograde transport in axons [84]. Compared with Trak-Miro as the KIF5 adaptor
complex, adaptors that recruit dynein motors to mitochondria are less well known. Recent studies suggest that KIF5
and dynein motors share the same set of mitochondrial adaptor complexes. The loss of dmiro impaired both kinesin-
and dynein-driven mitochondrial transport, while overexpressing dMiro altered bi-directional mitochondrial transport
[82,85]. Trak1 and Trak2 contain separate binding domains for KIF5 and dynein/dynactin, thus allowing their coupling
with both KIF5 and dynein [51]. Mitochondria move bi-directionally and frequently change direction, suggesting a model
in which the relative activity of opposite-moving motors is regulated through their interactions with the adaptor
complexes.
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axonal terminals inhibits synaptic transmission due to insufficient ATP supply. For example,
expressing mutant Milton in Drosophila photoreceptors impaired synaptic transmission by
reducing synaptic mitochondria [29]. Expressing a loss-of-function mutant of syntabulin, a
mitochondrial KIF5 motor adaptor [34], reduced mitochondrial trafficking to axonal terminals,
accelerated synaptic depression, and slowed recovery during high-frequency firing [19].
Mutation in the mitochondrial fission protein Drp1 in Drosophila reduced synaptic localization
of mitochondria and impaired SV mobilization from the reserve pool, thus depleting SVs much
faster than in wildtype neurons during prolonged trains of stimulation, a phenotype partially
rescued by adding ATP to the synapses [13]. Consistently, a conditional drp1 KO mouse line
with a postnatal deletion in CA1 hippocampal neurons failed to maintain mitochondrial-derived
ATP levels at presynaptic terminals during neuronal activity, thus impairing SV recycling and
memory in the mutant mice [48].

In cultured mature neurons, approximately 20–30% of axonal mitochondria move bi-direc-
tionally, some of which pass through or pause at presynaptic terminals [5,6]. By imaging both
axonal and presynaptic mitochondria in live hippocampal neurons, five patterns of mitochon-
drial motility and distribution were recently characterized in axons: nonsynaptic stationary
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Figure 2. Synaptic Activity Regulates Mitochondrial Transport. (A,B) Miro-Ca2+ sensing models. Miro is a
mitochondrial outer membrane protein with two Ca2+-binding EF hands. By sensing cytosolic Ca2+ levels, Miro arrests
mitochondria at activated synapses by inactivating KIF5 transport machineries. When a trafficking mitochondrion passes
through an active synapse, elevated Ca2+ binds to Miro and induces its conformational changes, thus disrupting the KIF5–
Trak–Mito complex [35,44]. Through thismechanism,mitochondria are immobilized at activated synapses. Two alternative
models were proposed depending on whether (A) the KIF5 motor remains associated with arrested mitochondria or (B) is
disconnected with the organelle upon immobilization. Two recent genetic studies showed that the loss of Miro1 in neurons
did not inhibit the Ca2+-dependent arrest of remaining mitochondria [46,47], thus raising the possibility that activity-
dependent mitochondrial immobilization requires a static anchoring mechanism. (C) Engine-switch and brake model.
When a motile mitochondrion passes by an activated synapse, the anchoring protein syntaphilin (SNPH) responds to
elevated Ca2+ (stop sign), switches off the engine (motor), and places a brake on mitochondrion, thereby arresting
mitochondria on the microtubule (MT) track. When the Ca2+ signal is removed, the cargo-loaded motor–adaptor
complexes can be quickly reactivated to drive the mitochondrion to new active synapses. This engine switch and brake
model suggests an interplay between the motor–adaptor transport complex and the anchoring protein SNPH [37].
Through this mechanism, neurons effectively regulate axonal mitochondrial distribution in response to changes in energy-
demanding synaptic activity.
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(54.07 � 2.53%) and synaptic stationary mitochondria (16.29 � 1.66%), and motile mitochon-
dria passing through synapses (14.77 � 1.58%), pausing at synapses briefly (7.01 � 1.29%) or
for more than 200 s (8.30 � 1.52%) [8]. These patterns are consistent with a previous study in
cortical neurons [42] and further supported by a recent in vivo 3D electron microscopy analysis
of perfusion-fixed hippocampi, where 33% of total synapses contained presynaptic mitochon-
dria, 31%of synapseswere located less than 3 mm from the nearest axonal mitochondrion, and
36% of synapses were more than 3 mm from the nearest axonal mitochondrion [49].

The balance between these motile and synaptic pools of mitochondria responds quickly to
changes in synaptic activity and likely the status of energy homeostasis. Thus, a proposed
model is one in which a stationary mitochondrion retained within presynaptic boutons con-
stantly supplies ATP to support ATP-dependent presynaptic functions. Conversely, for a
presynaptic terminal lacking an anchored mitochondrion, ATP is mainly supplied through
diffusion from mitochondria outside the synapse. When mitochondria move closer, more
ATP is supplied to the synapse, and vice versa. Therefore, a motile mitochondrion passing
through this presynaptic bouton dynamically alters local ATP homeostasis, influencing ATP-
dependent synaptic functions (Figure 3).

This model was recently tested by combining live neuron imaging and electrophysiological
analysis in a snph mutant mouse model in which axonal mitochondrial motility was robustly
increased (78%) [8]. First, using cultured hippocampal neurons and hippocampal slices from
age-matched wildtype and snph�/�[209_TD$DIFF] mice, it was shown that enhanced axonal mitochondrial
motility significantly increased the variability of pulse-to-pulse amplitudes of excitatory post-
synaptic currents (EPSCs). Overexpressing SNPH reduced the variability found in wildtype
neurons by abolishing mitochondria motility. Second, using dual-channel imaging of mitochon-
drial motility and synapto-pHluorin at single-bouton levels, it was further shown that mitochon-
drial movement either into or out of presynaptic boutons influenced SV cycling due to the large
fluctuations of synaptic ATP levels. In the absence of an anchored mitochondrion, presynaptic
boutons lack a constant on-site ATP supply under intensive synaptic activity. A motile mito-
chondrion passing through could spatially and temporally supply ATP, thus changing presyn-
aptic energy levels when a mitochondrion moves in or out of synapses and consequently
influencing ATP-dependent synaptic activities (Figure 3). Therefore, fluctuations of presynaptic
ATP levels contribute to the variability in presynaptic strength. Thus, the study discussed above
reveals that axonal mitochondrial motility is one of the primary mechanisms underlying the
plasticity and reliability of presynaptic strength in the CNS.

In neurons, glycolysis also produces ATP, a process independent of mitochondria. Thus,
increased glycolysis could supply ATP in boutons that lack mitochondria. By measuring
presynaptic ATP levels, the Ryan group demonstrated that glycolysis supports the mainte-
nance of ATP levels at resting presynaptic boutons [38]. Blockage of the ATP synthesis
pathways by application of either the glycolysis inhibitor 2-deoxyglucose or mitochondrial
ATPase inhibitor oligomycin alone reduced presynaptic ATP levels during synaptic activity.
Their study suggests that ATP supply from both glycolysis and mitochondria is required to
sustain activity-dependent ATP consumption. It was also reported that mitochondria-derived
ATP is dispersed in axons and diffused to non-mitochondria-containing presynaptic boutons.
Thus, the capacity for SV recycling is similar in the presynaptic boutons with or without a
mitochondrion [39]. These findings raise a question as to whether presynaptic mitochondria
could provide more ATP sources to sustain increased synaptic efficacy. By 3D electron
microscopy, the Harris group recently demonstrated that sustained synaptic activity is specific
to mitochondria-containing presynaptic boutons during long-term potentiation [49]. Presyn-
aptic boutons with mitochondria havemore docked SVs than [393_TD$DIFF]those without mitochondria in the
hippocampal CA1 area. This is largely attributed to the fact that efficient SV mobilization is
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restricted to presynaptic boutons with or near mitochondria. This study further supports a
previous study that ATP production from presynaptic mitochondria is the main local energy
source driving SVmobilization from the reserve pool to sustain the lasting synaptic efficacy [13].

While MT-based kinesin and dynein motors drive mitochondrial transport along long-range MT
tracks, actin-based myosin motors mediate short-range movement at presynaptic terminals,
where actin filaments form the major cytoskeletal architecture. It was reported that actin
anchors mitochondria at nerve growth factor stimulation sites, although underlying mecha-
nisms remain unclear [50], thus raising an interesting question as to whether motile mitochon-
dria are recruited to, and captured at, presynaptic terminals via MT–actin crosstalk.

Regulation of Mitochondrial Motility by Energy Metabolism and Growth
Status
Mitochondrial trafficking and distribution in polarized neurons is the central issue concerning the
maintenance of energy homeostasis throughout cells. Proper mitochondrial transport into
growth cones and branches in developing neurons ensures an adequate ATP supply in these
metabolically active regions. Recent studies established a correlation between polarized
mitochondrial transport and axonal and dendritic morphology. For example, a recent study
reported the differential functions of the motor adaptors Trak1 and Trak2 in driving polarized
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Figure 3. Mitochondrial Motility Influences Energy Homeostasis and Presynaptic Strength. (A) A stationary mitochondrion retained within a presynaptic
bouton constantly supplies ATP to support various presynaptic functions, including establishing the proton gradient necessary for neurotransmitter loading; removing
Ca2+ from nerve terminals; powering synaptic vesicle (SV) transport from reserve pools to release sites; and driving SV exo- and endocytotic recycling, thus maintaining
presynaptic strength. (B) For a presynaptic terminal lacking an anchored mitochondrion, ATP is mainly supplied through diffusion from mitochondria outside the
synapses. When amitochondrion moves closer, more ATP supplies the synapse and vice versa. Thus, a motile mitochondrion passing through this presynaptic bouton
dynamically alters local ATP levels and influences ATP-dependent synaptic functions, leading to wide pulse-to-pulse variability of synaptic strength, particularly under
increased energy demand during sustained synaptic activity.
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mitochondrial transport and, thus, axonal and dendritic growth [51]. While Trak1 is required for
axonal mitochondria transport through binding to both kinesin-1 and dynein motors, Trak2
predominantly mediates mitochondrial transport into dendrites by interacting with the dynein
motors. Consistently, depleting Trak1 inhibited axonal outgrowth, while disrupting Trak2-
mediated mitochondrial trafficking impaired dendrite morphology. A genetic mouse study
provided further evidence showing the differential roles of Miro1 and Miro2 in mitochondrial
trafficking and neuronal morphogenesis [47]. Miro1, but not Miro2, is the main regulator of
mitochondrial trafficking. Deleting Miro1 in vivo during mouse development disrupted neuronal
morphogenesis, while Miro1 disruption in mature neurons led to a loss of distal dendritic
complexity.

Emerging evidence suggests that neurons have a special mechanism that activates mito-
chondrial biogenesis and delivers mitochondria to distal axons by sensing energy require-
ments. Neuronal growth requires a considerable amount of energy to drive the synthesis of
raw building materials and the delivery of these materials to new growing tips. Mitochondrial
biogenesis and a local mitochondria-derived ATP supply are required for axonal growth
during development [52]. AMP-activated protein kinase (AMPK) is a master regulator of
cellular energy homeostasis and is activated upon stresses that deplete cellular ATP supplies.
Earlier activation of mitochondrial biogenesis through the AMPK–PGC-1a–NRF1 axis accel-
erates the generation of new mitochondria and increases mitochondrial density and the ATP:
ADP ratio in axonal terminals, thereby ensuring an energy production capability that is
sufficient for axonal growth.

It is assumed that stationary mitochondria ideally serve as local energy stations that constantly
supply ATP and, thus, maintain local ATP homeostasis. This issue was recently examined in a
study using cortical neurons that found a solid causal correlation of mitochondrial distribution
patterns with the ATP:ADP ratio in axonal terminals [22]. Overexpressing SNPH restricted
axonal mitochondria within the proximal axons due to reduced flux to distal axons, which
correlated with a reduced ATP:ADP ratio in the most distal axon segment and smaller-sized
growth cones. Conversely, overexpressing Miro1 increased the mitochondrial density in distal
axons and the average size of growth cones. These results suggest that proper mitochondrial
density in distal axons is required to maintain growth capacity. High ADP levels are thought to
suppress mitochondrial motility [53]. Using a motor-assisted transport model combined with
probability simulations, Mironov reported that [ADP] gradients in the proximity of active
synapses and growth cones slowed down mitochondrial motility and, thus, targeted mito-
chondria to ‘hot spots’ with high energy consumption.

Recent studies support the notion that the balance betweenmotile and stationarymitochondria
responds to changes in axonal growth status via AMPK. One study highlighted a critical role for
SNPH in mediating mitochondrial anchoring through the AMPK pathway [54]. Activation of
AMPK increases anterograde flux of mitochondria into distal axons and induces axonal
branching. As a cellular energy sensor, AMPK activation may replenish the ATP supply in
distal axons by recruiting mitochondria and anchoring them through signaling pathways that
have not yet been revealed. Intriguingly, depleting SNPH reduces the stationary pool size of
axonal mitochondria accompanied by decreased axon branching, thus establishing a causal
[394_TD$DIFF]relation between SNPH-mediated anchoring and AMPK-induced axonal branching. However,
an important mechanistic question remains: do SNPH and/or motor complexes act as a
downstream effector of the AMPK pathways in recruiting mitochondria by sensing metabolic
signals? The KIF5motor might be a potential target because its light chain is phosphorylated by
AMPK [55]. It would be interesting to investigate themechanisms bywhich axonal mitochondria
are immobilized or remobilized to sense changes in the local ATP:ADP ratio or metabolic
signals.
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Tao et al. [56] provided further evidence showing that AMPA activation is required for axonal
branch formation in an ATP-dependent manner by balancing mitochondrial trafficking and
anchoring. Activation of AMPK increases the anterograde transport of mitochondria toward
axonal terminals and accumulates mitochondrial docking in regions preceding the emergence
of new axonal branches. The formation of axonal branches is blocked by the mitochondrial
uncoupler FCCP, thus providing a link between mitochondria-derived ATP and the formation
and/or maintenance of axonal branches. A third study revealed an intriguing mechanism
underlying the [395_TD$DIFF]role of mitochondria in determining axon branching sites [57]. Anchored
mitochondria in local [396_TD$DIFF]hot spots promote the maturation of axonal filopodia into axon branching
through ATP generation that powers local intra-axonal mRNA translation and protein synthesis.
Blocking mitochondrial respiration or inhibiting protein synthesis impaired the maturation of
axonal branches, despite mitochondria having been anchored at these hot spots. These
studies support the notion that the balance between motile and stationary mitochondria in
axons responds to changes in axonal growth status via AMPK. Thus, regulating mitochondrial
trafficking and anchoring is critical to maintaining the local ATP supply necessary for energy-
demanding axonal growth and branching.

Glucose is the main carbon source for mitochondria-derived ATP production. In particular,
neurons rely heavily on a continuous supply of glucose to maintain mitochondrial energy
metabolism. A recent study revealed that glucose levels can also regulate mitochondrial
motility in neurons [58]. Extracellular glucose arrests mitochondrial transport through the
enzyme OGT, a putative metabolic sensor. Post-translational modification of Milton by
OGT-dependent O-GlcNAcylation is required for regulating mitochondrial distribution.
Through this mechanism, neurons may accumulate axonal mitochondria in areas where
cytosolic glucose is elevated, thus ensuring rapid ATP production by sensing changes in
the glucose supply.

Mitochondrial Transport Facilitates Axon Regeneration by Rescuing Energy
Deficits
While young neurons during early developmental stages have robust axon growth capacity,
mature neurons typically fail to regenerate after spinal cord injury or traumatic brain injury,
leading to permanent neurological impairments. It was suggested that mature neurons lose
their growth capacity due to an intrinsic decline of permissive conditions for regeneration [59].
Thus, it is critical to understanding which intrinsic mechanisms account for the mature neuron-
associated decline of regrowth capacity. Injury to mature neurons usually leads to an inability to
reform an active growth cone, where damaged membranes are resealed, cytoskeletal struc-
tures are rearranged, and regrowth programs are activated, including the synthesis of raw
building materials, their transport, and the assembly of axonal components. All of these
regrowth events require high levels of energy consumption [60]. Mitochondria-derived ATP
production provides most of the axonal energy. Given the limited diffusion capacity of intracel-
lular ATP through extremely long axons, axonal mitochondria are the main source of the ATP
necessary to assemble a new growth cone and support axon regeneration. Axonal injury is a
strong stress condition that induces mitochondrial depolarization [61,62]. Dysfunctional mito-
chondria not only supply less ATP, causing local energy deficits, but also release toxic reactive
oxygen species (ROS) and apoptotic factors that further trigger axonal pathology and degen-
eration [63]. Therefore, enhancing mitochondrial transport not only removes those damaged
mitochondria, but also delivers healthy ones into injured axons to meet increased energy
requirements during regeneration. To test the above hypothesis, one would first need to
address two fundamental questions: (i) Do mature neurons maintain an effective capacity
to recruit healthy mitochondria to injured axons? and (ii) If this capacity declines with neuron
maturation, does enhancing mitochondrial transport enable mature neurons to regain axon
regenerative capacity?
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These issues were recently examined using live imaging of mitochondrial transport, mitochon-
drial integrity, and dynamic ATP levels in injured axons within a microfluidic chamber system
combined with an in vivomouse model [22]. Examination of the relative SNPH expression and
axonal mitochondrial transport throughout neuronal developmental stages revealed that the
mature neuron-associated decline of regrowth capacity correlated well with progressively
increased levels of SNPH expression. In [397_TD$DIFF]cultured cortical neurons, SNPH becomes detectable
after DIV9, and peaks at DIV22. Axonal mitochondrial motility at DIV7 is 47%, twice as high [398_TD$DIFF]as
that at DIV18. This in vitro SNPH expression pattern is consistent with a robust increase in
SNPH expression in mature neurons of rat brains. These results suggest that mature neuron-
associated increase in [399_TD$DIFF]SNPH expression and decline [400_TD$DIFF]in mitochondrial transport is one of the
intrinsic mechanisms diminishing axonal regenerative capacity. This study showing a progres-
sive decline in axonal mitochondrial transport over neuronal maturation is also consistent with
three recent in vitro and in vivo studies [64–66]. In ganglion cell dendrites in the intact retina,
mitochondria are highly motile (30%) during developmental stages; as dendrites mature,
mitochondria reach stable positions, such as synapses and branch points [64]. Another study
evaluated axonal regrowth 6 days after injury following themanipulation of axonal mitochondrial
transport in mature cortical neurons by overexpressing SNPH or Miro1 transgenes [401_TD$DIFF][22].
Expressing SNPH arrested all mitochondrial transport and abolished axons regrowth after
injury. By contrast, expressing Miro1 enhanced mitochondrial transport and robustly increased
axonal regrowth capacity. This study indicates that mature neurons can regain their regrowth
capacity by enhancing mitochondrial transport. By monitoring mitochondrial membrane poten-
tials and the ATP:ADP ratio, it was also shown that axonal injury is an acute stress condition that
damages local mitochondria and reduces ATP supply, thus triggering energy deficits in the
injury sites [401_TD$DIFF][22]. Furthermore, by crushing sciatic nerves in vivo in adult snph KO mice, it was
found that enhanced mitochondrial transport in snph KO sciatic nerves facilitated in vivo axonal
regeneration [22].

The findings that mitochondrial transport influences axonal regenerative capacity in mouse
models are supported by several previous reports. In the Caenorhabditis elegans mutant ric-
7, which has impaired mitochondrial transport to distal axons, injured axons degenerate
rapidly; such degeneration can be suppressed by forcing mitochondria into the axons [67].
When mitochondria were eliminated from fly axons by depleting Milton, upregulation of
Nmnat, which is known to suppress axon degeneration [68], failed to suppress axon
degeneration [69], suggesting that mitochondrial trafficking to axons is critical [402_TD$DIFF]to suppressing
axonal degeneration. Using both Drosophila and mouse models, Avery et al. [70] identified
axonal mitochondria as a key target for WldS, an effective protein that protects axon from
Wallerian degeneration after injury [71]. WldS enhances mitochondrial flux into axons, which is
essential for maximal axonal protection after injury [70]. A peripheral injury of CNS axons
induces a global increase in the axonal transport of organelles, including mitochondria,
lysosomes, and other axonal building blocks, thus supporting axon regeneration [72].
Recently, two other studies provided in vivo evidence in worms and mice that mitochondrial
transport has a critical role in enhancing neuronal regenerative capacity after injury. In C.
elegans, axotomy triggered an energy stress in injured axons and recruited and increased
axonal mitochondrial density to supply ATP for sustained axonal regeneration [73]. This injury-
induced response occurred via the activation of the dual leucine zipper kinase 1 (DLK-1), a
conserved regulator of axon regeneration. Using adult mouse retinal ganglion cells as an in
vivo injury model, Cartoni et al. [74] reported that expression of the mitochondrial protein
Armcx1 enhanced mitochondrial transport by recruiting stationary mitochondria. Such
enhanced transport is critical to protecting axotomized neurons from cell death and promot-
ing axon regeneration. Although the mechanisms enhancing axonal mitochondrial transport
by DLK-1 and Armcx1 have not yet been elucidated, these studies reveal new molecular
players in the regulation of neuronal injury responses.
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Energy deficit is defined as an insufficient ATP supply when mitochondria are damaged and/
or [403_TD$DIFF]an increased energy consumption, such as during axonal regeneration. Mitochondrial
damage by axonal injury, mature neuron-associated decline of mitochondrial transport, and
enhanced energy consumption collectively contribute to energy deficits in injured axons.
Enhanced mitochondrial transport rescues energy deficits by replenishing healthy mitochon-
dria to injured axons (Figure 4). Thus, activating an intrinsic ‘growth program’ requires the
[404_TD$DIFF]recovery of energy supply through enhanced mitochondrial transport. Such coordinated
regulation may represent a valid therapeutic strategy to facilitate nerve regeneration and
recovery after injury and diseases. The future development of safe and effective small-
molecule compounds will be an attractive strategy to selectively increase mitochondrial
motility and rescue the local energy deficits within injured axons [75].

(A)

Mature WT neuron

Mitochondrion

Kinesin

Dynein ADP

ATP

Lysosome

SNPH docking
Depolarized
mitochondrion

Mature snph KO neuron

(B)

Acute injury

Energy deficits
regenera�on failure

Energy recovered
regain regenera�on

Key:

Figure 4. Illustration of Enhanced Mitochondrial Transport Critical for Mature Neurons to Regain Axonal
Regenerative Capacity. (A) An energy deficit is defined as an insufficient ATP supply when mitochondria are damaged
and/or there is increased energy consumption during regeneration. Mitochondrial damage by axonal injury and mature
neuron-associated decline of mitochondrial transport collectively contribute to local energy deficits in injured axons, thus
leading to regeneration failure. Energy deficits may reflect the intrinsic restriction of mature neurons to regenerate following
injury. (B) Enhanced mitochondrial transport by deleting syntaphilin (SNPH) not only helps remove those dysfunctional
mitochondria, but also replenishes healthy ones to the injured axons, thus recovering mitochondrial integrity and rescuing
energy deficits. An enhanced local ATP supply is critical tomeeting themetabolic requirements of axon regeneration. Thus,
activating an intrinsic ‘growth program’ requires the recovery of energy supply by enhancingmitochondrial transport. Such
coordinated regulation may represent a valid therapeutic strategy to facilitate nerve regeneration and functional recovery
after injury and in disease. Abbreviations: KO, knockout; WT, wildtype.
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Concluding Remarks
Mitochondria are the main cellular power plants that produce energy essential for neuronal
growth, survival, and function. Neurons face exceptional challenges in maintaining energy
homeostasis, especially at distal synapses and growth cones, where energy is in high
demand. Anchored mitochondria ideally serve as local energy sources. The energy-
dependent regulation of mitochondrial trafficking and anchoring ensures that these meta-
bolically active areas are adequately supplied with ATP during the growth of developing
neurons, the regeneration of injured mature neurons, and the maintenance of synaptic
activity.

It is well documented that mitochondrial dysfunction and impaired mitochondrial transport are
involved in major neurodegenerative diseases and neurological disorders [20,21,76]. Damaged
mitochondria fail to produce ATP and associate with an altered redox status. Bioenergetic
deficits and chronic oxidative stress trigger axonal pathology and synaptic dysfunction, thus
contributing to the pathogenesis of neurodegenerative diseases [30]. Indeed, energy failure or
an impaired bioenergetic metabolism emerges as a common problem during the early stages of
aging-associated neurodegenerative diseases, including Alzheimer’s and Parkinson’s dis-
eases [10,77–79].

SNPH is an intriguing anchoring protein that is specific for axonal mitochondria and, thus,
serves as an attractive target for future investigations of the mechanisms that recruit mito-
chondria into activated synapses and injured axons. Studies have demonstrated that the
relative SNPH enrichment on axonal mitochondria controls mitochondrial motility and the
mature neuron-associated decline of mitochondrial transport correlates with progressively
increased SNPH expression [22,36]. Declined axonal mitochondrial transport in mature
neurons is also supported by three recent in vitro and in vivo studies [64–66]. Elevated
SNPH expression and, thus, mitochondrial anchoring in mature neurons is necessary to
maintain synaptic function. However, when mature neurons are injured and diseased, SNPH-
mediated mitochondrial anchoring restricts axonal regrowth and regenerative capacity. These
findings can be used to propose the hypothesis that mature neuron-associated SNPH
expression is an intrinsic mechanism that restricts the removal of dysfunctional mitochondria
from axons, thus leading to energy deficits at distal synapses under pathological conditions.
The selective removal of SNPH from those damaged mitochondria would enhance their
transport, allowing for efficient repair or elimination in the somatodendritic regions where
mature lysosomes are relatively enriched. Thus, spatially and temporally removing SNPH from
axonal mitochondria may be an attractive pathway to replenish healthy mitochondria at distal
terminals to rescue energy deficits and, thus, support neuron regeneration after injury and
maintain synaptic transmission in disease. Therefore, the development of new optogenetic
tools to test this hypothesis will help advance our understanding of how mitochondrial
trafficking and anchoring in axons and at synapses are regulated through the sensing
and integration of changes in local metabolic status under various physiological and patho-
logical stresses. Future studies should be directly relevant to the challenge that mature
neurons face in maintaining an energy supply in health and, similarly, recovering energy
deficits in neurological disorders and regeneration after injury and diseases (see Outstanding
Questions).
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Outstanding Questions
How are mitochondrial trafficking and
anchoring regulated through the sens-
ing and integration of changes in the
local bioenergetics status under vari-
ous physiological stresses?

Does the anchoring protein SNPH act
as a downstream effector of AMPK
pathways in recruiting mitochondria
by sensing the metabolic signals?

Are mobile mitochondria captured at
active presynaptic terminals through
the MT-actin track switch and
crosstalk?

Do energy deficits occur in distal axons
and at synapses during the early
stages of certain pathological
conditions?

Is an energy deficit associated with a
range of neurodegenerative diseases?
If this is the case, does the recovery of
energy supply slow down the
pathogenesis?

How [405_TD$DIFF]is SNPH removed from axonal
mitochondria in mature neurons to
spatially and temporally enhance axo-
nal mitochondrial transport and rescue
energy deficits, and, thus, support
neuron regeneration after injury and
disease?
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SUMMARY

Mature neurons in the adult peripheral nervous sys-
tem can effectively switch from a dormant state with
little axonal growth to robust axon regeneration
upon injury. Themechanisms by which injury unlocks
mature neurons’ intrinsic axonal growth competence
are not well understood. Here, we show that periph-
eral sciatic nerve lesion in adultmice leads toelevated
levels of Tet3 and 5-hydroxylmethylcytosine in dorsal
root ganglion (DRG) neurons. Functionally, Tet3 is
required for robust axon regeneration of DRG neu-
rons and behavioral recovery. Mechanistically, pe-
ripheral nerve injury induces DNA demethylation
and upregulation ofmultiple regeneration-associated
genes in a Tet3- and thymine DNA glycosylase-
dependent fashion in DRG neurons. In addition,
Pten deletion-induced axon regeneration of retinal
ganglion neurons in the adult CNS is attenuated
upon Tet1 knockdown. Together, our study suggests
an epigenetic barrier that can be removed by active
DNA demethylation to permit axon regeneration in
the adult mammalian nervous system.

INTRODUCTION

Epigenetic DNA methylation marks are established during devel-

opment and function as a basic mechanism to maintain stable

cellular states via the silencing of gene expression upon terminal

differentiation (Jaenisch and Bird, 2003; Ma et al., 2010). Unlike

developingneuronswith robust growth capacity,maturemamma-

lian neurons enter into a dormant growth state and maintain an

intrinsic barrier to extensive axonal growth in the adult peripheral

nervous system (PNS) and central nervous system (CNS) (Gold-

berg et al., 2002; He and Jin, 2016; Liu et al., 2011; Rossi et al.,

2007; Zhou and Snider, 2006). Interestingly, peripheral axon

injuries switch adult dorsal root ganglion (DRG) neurons to a pro-

regenerative state via de novo gene transcription (Costigan et al.,

2002; Moore and Goldberg, 2011; Smith and Skene, 1997). In

theadultCNS,axonregenerationcanalsobe induced, forexample

by deletion of PTEN in retinal ganglion neurons and corticospinal

neurons (Liu et al., 2010; Park et al., 2008). Previous studies have

mostly focused on cytoplasmic signaling and transcription fac-

tor-basedmechanisms to promote intrinsic axon growth capacity,

mostly withmanipulations of one or two genes at a time (Hammar-

lundand Jin, 2014; Liu et al., 2011;Moore andGoldberg, 2011; Te-

deschi and Bradke, 2017). Given that global and sustained gene

induction is necessary for regenerative axonal growth to occur

in injured neurons, epigenetic mechanisms could play a pivotal

role in providing transcription factors access to developmentally

silencedgenomic loci and inorchestrating transcriptional reactiva-

tion of a large repertoire of regeneration-associated genes (RAGs)

(Cho and Cavalli, 2014; Trakhtenberg and Goldberg, 2012; Weng

et al., 2016; Wong and Zou, 2014). Indeed, histone modifications,

which are essential for the maintenance of barriers between tran-

scriptionally activeeuchromatin and transcriptionally silent hetero-

chromatin, have previously been implicated in PNS axon regener-

ation (Cho et al., 2013; Finelli et al., 2013; Gaub et al., 2011;

Puttagunta et al., 2014). Notably, regulation of histone acetylation
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via HDAC is essential for axon regeneration in the adult PNS but is

not sufficient to activate the expressionof several well-established

RAGs, such as ATF3 and Smad1, therefore suggesting additional

barriers (Finelli et al., 2013).

Originally thought to be largely irreversible in fully differenti-

ated cells, DNA methylation in neurons has recently been shown

to be dynamically regulated during development and in response

to physiological stimuli (Gr€aff et al., 2011; Guo et al., 2011a;

Lister et al., 2013; Shin et al., 2014b; Yao et al., 2016). The recon-

figuration of the neuronal methylome results from the orchestra-

tion of both DNA methylation and demethylation processes

(Guo et al., 2011a). Ten-eleven translocation methylcytosine

dioxygenases (Tets) have been found to iteratively oxidize

5-methylcytosine (5mC) to 5-hydroxymethylcytosine (5hmC),

5-formylcytosine (5fC) and 5-carboxycytosine (5caC), allowing

cell-cycle-independent removal of DNA methylation (He et al.,

2011; Ito et al., 2011; Tahiliani et al., 2009). Subsequent studies

have shown that Tet-initiated DNA oxidation is followed by

the thymine DNA glycosylase (TDG)-mediated base excision

pathway to complete the demethylation process (Bellacosa

and Drohat, 2015; Guo et al., 2011c; He et al., 2011; Ito et al.,

2011). Tet family members have been shown to be important for

many biological processes including activity-regulated neuronal

gene expression, synaptic transmission, and scaling, as well as

memory formation and extinction (Feng et al., 2015; Kaas et al.,

2013; Rudenko et al., 2013; Yu et al., 2015). One very recent

study showed increased 5hmC levels upon axotomy of adult

DRG neurons (Loh et al., 2017). However, little is known about

the function of DNA methylation in axon regeneration (Iskandar

et al., 2010; Puttagunta et al., 2014). The identification of active

DNA demethylation machinery provides an entry point to test

the hypothesis that DNA demethylation serves as a fundamental

mechanism to globally reprogram the cellular state of mature

mammalian neurons to permit axonal regeneration.

RESULTS

Peripheral Axon Injury of Adult DRG Neurons Induces
Elevation of 5hmC Levels
To screen for epigenetic factors that exhibit responsiveness

to axonal injury, we first performed qPCR analysis of known

DNA demethylation mediators, including Tet1-3, Apobec1-3,

Gadd45a, Gadd45b, Gadd45g, and Tdg (Guo et al., 2011b), in

adult DRGs of naive mice and upon sciatic nerve lesion (SNL).

Consistent with a previous report (Befort et al., 2003), SNL

robustly elevated the expression of Gadd45a, a regulator of

active DNA demethylation (Ma et al., 2009) on day 1 (D1) (Fig-

ure S1A). Interestingly, Tet3 expression, but not Tet1 and Tet2,

was also induced (Figure S1A). In situ analysis showed little

Tet1 or Tet2 expression in the adult DRG (Figure S1B). Analysis

using a mouse reporter line, which expresses GCaMP3 from the

endogenous Pirt locus and labels 95%of neurons (but not glia) in

the adult DRG (Kim et al., 2016), showed Tet3 induction by SNL

to be neuron-specific (Figure 1A). We confirmed Tet3 upregula-

tion at the protein level by western blot (Figure S1C). Time course

analysis by qPCR showed that Tet3 expression reached its peak

at SNL D3 and returned to basal levels by D14 (Figure 1C).

Pharmacological experiments revealed that Tet3 induction in

the DRG was attenuated by the Ca2+ chelator BAPTA-AM and

KN93, an inhibitor of CaMKII, but not KN92, an inactive analog

(Figure S1D). It is known that Ca2+ is propagated from injured

axons back to DRG neuronal nuclei (Cho et al., 2013; Rishal
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Figure 1. SNL Upregulates Tet3 and 5hmC

Levels in Adult DRG Neurons In Vivo

(A) Sample confocal images of Tet3 in situ, GFP

immunostaining, and DAPI of L4 DRGs in adult Pirt-

GCaMP3 neuronal reporter mice under naive con-

ditions and at 1 day upon sciatic nerve lesion (SNL).

Scale bar, 20 mm.

(B) Time course of Tet3 induction in axotomized

DRGs by qPCR analysis. Values represent mean ±

SEM (n = 3 for each group; *p < 0.05; two-way

ANOVA).

(C) Sample confocal image of immunostaining for

GFP, 5hmC, glutamine synthetase, a marker for

glia, and DAPI in DRGs of adult Pirt-GCaMP3

neuronal reporter mice under naive conditions and

at SNL D1. Scale bar, 50 mm.

(D) Quantification of 5hmC levels at different time

points after SNL. The signal intensity in NeuN+

neuronal nuclei of naive L4 DRGs was set as 1.0

and 100–180 neuronal nuclei from each condition

in three independent experiments were quantified.

Values represent mean ± SEM (n = 3 for each

group; ***p < 0.001; two-way ANOVA).

(E and F) Immunohistochemical analysis of 5hmC

levels in Ctrl and Tet3 KDDRG neurons under naive

conditions and at SNL D1. Shown are sample

images (E) (scale bar, 20 mm) and quantification (F).

Similar to (D). Values represent mean ± SEM (n = 3

for each group; ***p < 0.001; two-way ANOVA).
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and Fainzilber, 2014), therefore our results suggest a model

wherein Tet3 expression is induced by retrograde Ca2+ signaling

from injured axons.

Consistent with a role of Tet proteins in oxidizing 5mC to its

derivatives, 5hmC levels were increased in Pirt-GCaMP3+ DRG

neurons at SNL D1 (Figure 1C). Quantitative dot-blot analysis

of semi-purified DRG neurons confirmed the global increase of

5hmC levels, suggesting large-scale epigenetic changes after

SNL (Figure S1E). Time course analysis showed that 5hmC levels

gradually increased until SNL D3 and returned to basal levels by

D21 (Figures 1D and S1F).

To investigate the molecular mechanism underlying injury-

induced elevation of 5hmC levels, we infected DRGs via targeted

intrathecal AAV2/9-GFP injection, which labeled over 70% of all

neurons in L4/5 DRGs and their sciatic nerve axons (Figures S1G

and S1H). Using previously characterized small hairpin RNA

(shRNA) (Yu et al., 2015), we found that induction of 5hmC levels

in GFP+ DRG neurons at SNL D1 was abolished upon Tet3

knockdown (KD) (Figures 1E and 1F), suggesting that Tet3 is

responsible for the increased 5hmC levels upon SNL.

Tet3 Is Required for Functional Axon Regeneration of
Adult DRG Neurons
To examine the potential functional role of Tet3 in injury-induced

axonal regeneration, we first used an in vitro neurite outgrowth

assay with primary neurons from adult mouse DRGs. Cultures

were infected with AAV2/9 to co-express GFP and shRNA

against Tet1, Tet2, or Tet3, followed by re-plating to mimic axot-

omy (Figures S2A and S2B). We found that Tet3 KD, but not Tet1

or Tet2 KD, reduced the number and the total neurite length of

neurite-bearing neurons (Figures S2C–S2E).

We next assessed the in vivo role of Tet3 in functional axon

regeneration of adult DRG neurons after SNL via intrathecal

AAV2/9 injection-mediated expression of GFP and shRNA (Fig-

ures S1G and S1H). Regenerating sensory axons were identified

by SCG10 immunostaining (Shin et al., 2014c) (Figure 2A). We

found that the extension of SCG10+ axons was significantly

decreased upon Tet3 KD compared to control animals at SNL

D3 (Figure 2B). To validate these results, we directly examined

regeneration of GFP+ axons at SNL D7 when pre-existing

lesioned axons were fully degenerated (Di Maio et al., 2011;

Shin et al., 2012). We quantified the number of regenerating

GFP+ axons in coronal sections at incremental distances from

the lesion site (Figure S2F). We did not detect any differences

in axonal morphology or numbers upon Tet3 KD in the absence

of SNL (Figures S2G and S2H). In contrast, there was a signifi-

cant reduction of axonal growth in Tet3 KD animals at SNL D7

compared to animals injected with control shRNA (Ctrl; Figures

2C and 2D). Notably, over 45% of Tet3 KD neurons failed to

extend axons 1 mm or more beyond the lesion site compared

to only 17% of Ctrl neurons (Figure 2E). Conversely, over 62%

of Ctrl neurons extended axons over 6 mm from the lesion site

compared to only 33% of Tet3 KD neurons (Figure 2E). There

were few cleaved caspase3+ neurons in the DRG under all con-

ditions (Figure S2I), ruling out the potential contribution of cell

death to observed deficits in axon regeneration.

Regenerating axons of sciatic nerves extend to the epidermis

and start to re-innervate the skin of the hind paw�2–3 weeks af-

ter injury. Analysis of skin biopsies showed no GFP+ sensory

axon innervation to the epidermis of the hind paw at SNL D7,

indicating effective degeneration of preexisting mature axons

of both Ctrl and Tet3 KD neurons (Figures S2J and S2K). At

SNL D21, innervation to all three epidermal zones by GFP+ re-

generating axons of Tet3 KD neurons was significantly reduced,

but no difference was observed in naive neurons with or without

Tet3 KD (Figures 2F and 2G). These results suggest that Tet3 is

required for regenerative axonal growth and re-innervation of

target areas of the sciatic nerve.

To assess the functional outcome, we performed behavioral

tests to quantify the latency of heat-evoked hind paw withdrawal

(Wright et al., 2014). Both Ctrl and Tet3 KD animals exhibited

similar response latencies to radiant thermal stimulus at SNL

D1 and D7 (Figure 2H). Starting from SNL D14, the withdrawal la-

tency gradually recovered in the Ctrl group, but only minimally in

Tet3 KD animals (Figure 2H). Together, these results establish

that injury-induced Tet3 upregulation plays an essential role in

functional sensory axon regeneration of adult DRG neurons.

Tet3 Regulates Expression of Regeneration-
Associated Genes
To investigate themolecular mechanism underlying Tet3-depen-

dent axon regeneration, we assessedwhether Tet3 regulates the

expression of known RAGs. qPCR analysis of DRGs at SNL D1

showed that induction of a subset of RAGs was significantly

attenuated by Tet3 KD, including ATF3, Smad1, STAT3, and

c-Myc (Costigan et al., 2002; Moore and Goldberg, 2011; Smith

and Skene, 1997) (Figure 3A). Interestingly, Tet3 KD also led to

decreased expression of some RAGs in naive DRG neurons,

including Smad1 and STAT3 (Figure 3A). Thus, Tet3 regulates

expression of multiple RAGs both under basal conditions and

upon injury.

ATF3 is one of the most robustly induced genes by SNL and

has been shown to enhance peripheral nerve regeneration by

increasing the intrinsic growth competence of adult DRG neu-

rons (Fagoe et al., 2015; Seijffers et al., 2007). We therefore

focused on ATF3 for in-depth analyses. Consistent with a previ-

ous finding (Seijffers et al., 2007), ATF3 protein was barely

detectable in naive DRGs, but was robustly upregulated at

SNL D1 in Pirt-GCaMP3+ DRG neurons and not in glutamine

synthetase-expressing glial cells (Figures 3B). Importantly, this

induction was greatly attenuated by Tet3 KD (Figures 3C and

3D). The impairment was not due to a delay of ATF3 induction,

as the defect persisted through SNL D7 (Figure 3D). Quantitative

immunohistological analysis revealed similar levels of phospho-

c-Jun in Ctrl and Tet3 KD neurons at SNL D7 (Figures S3A and

S3B), suggesting an intact retrograde axonal injury signaling

that triggers accumulation of nuclear phospho-c-Jun via the

JNK pathway (Rishal and Fainzilber, 2014).

Tet3 Function Is Required for DNA Demethylation
of RAGs
To understand how Tet3 regulates the expression of RAGs, we

first asked whether SNL induces demethylation of RAGs in

adult DRG neurons in vivo. Because the whole DRG contains

many times more glial cells than neurons (Delree et al., 1989;

Thakur et al., 2014), we enriched neuronal nuclei using a
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sucrose cushion method (Kozlenkov et al., 2014). We initially

used methylation-sensitive restriction enzyme cutting coupled

with qPCR to screen CCmGG sites and quantify their methyl-

ation levels (Guo et al., 2011a). While the ATF3 promoter was

not methylated, multiple CCmGG sites in the gene body and

distal enhancer regions (DE1–DE4) were hypermethylated and

exhibited a significant decrease in methylation levels upon

SNL at D1 (Figure S3C). One recent study showed that injuries

upregulate c-Myc expression in DRGs but not in retinal ganglion

cells (RGCs), and forced c-Myc expression promotes axon

regeneration of RGCs after optic nerve injury (Belin et al.,

2015). Interestingly, significant DNA demethylation was also

observed at putative c-Myc distal enhancer sites (Figure S3D).

To ensure that DNA demethylation indeed occurred in neurons,

we performed bisulfite-sequencing from NeuN+ nuclei purified

by fluorescence-activated cell sorting (FACS). We found a sig-
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Figure 2. Tet3 Is Required for Functional

Axon Regeneration of Adult DRG Neurons

upon SNL In Vivo

(A and B) Analysis of regeneration of sensory axons

by SCG10 immunostaining at SNL D3. Shown

are sample images of regenerating sensory axons

identified by SCG10 (A) (scale bar, 500 mm) and

quantification (B). SCG10 immunofluorescence in-

tensity was measured at different distal distances

and normalized to that at the lesion site as the

regenerative index. Values represent mean ± SEM

(n = 5 for each group; *p < 0.05; two-way ANOVA).

(C–E) Analysis of regenerating axons visualized by

GFP labeling at SNL D7. Cross-sections of sciatic

nerves at �1 to 6 mm distal to the lesion site from

AAV-Ctrl and AAV-Tet3 KD treated animals were

analyzed. Shown are sample images of GFP and

Tuj1 (C) (scale bar, 300 mm) and quantification

(D and E). Values represent mean ± SEM (n = 3–4

for each group; *p < 0.05; two-way ANOVA).

(F and G) Assay of re-innervation of epidermal

area of the hindpaw by regenerating sensory

axons. Shown in (F) are the schematic diagram and

sample images of cross sections of hindpaw

glabrous skin of Ctrl and Tet3 KD mice immuno-

stained with the pan neuronal marker PGP9.5. The

dotted line indicates the border between dermis

and epidermis. Scale bar, 20 mm. Also shown are

quantifications of the number of intraepidermal

nerve fibers in a 1 mm segment of different

epidermal areas (G). Values represent mean ± SEM

(n = 4 for each group; **p < 0.01; *p < 0.05; n.s.

p > 0.1; two-way ANOVA).

(H) Assessment of thermal sensory recovery

after SNL in AAV-Ctrl and AAV-Tet3 KD treated

animals. Values represent mean ± SEM (n = 9–12

animals per group; **p < 0.01; ***p < 0.001; two-

way ANOVA).

nificant decrease in methylation levels at

multiple CpG sites within DE1–DE2 re-

gions of ATF3 at SNL D1 (Figure S3E). In

contrast, we did not observe any deme-

thylation within the GAP43 loci from the

same neuronal samples (Figure S3F).

Therefore, injury-induced DNA demethylation in adult DRG

neurons appears to be region-specific.

To determine the specific role of Tet3 in injury-induced DNA

demethylation, we engineered AAV to co-express H2B-GFP

and shRNA in adult DRGs in vivo and FACS-purified eight groups

of NeuN+ nuclei: GFP� uninfected neurons or GFP+ neurons ex-

pressing either Ctrl-shRNA or Tet3-shRNA, under either naive or

SNLD1conditions (Figure 3E).Due to the limitedmaterial for bisul-

fite-sequencing analysis, we focused on the ATF3 DE1 region.

Quantitativeanalysis fromthree independentexperimentsshowed

that SNL induced significant DNAdemethylation in bothGFP+ and

GFP� neurons following injection of AAV expressing Ctrl-shRNA

andGFP (Figures3Eand3F). In contrast, upon injection ofAAVex-

pressing Tet3-shRNA and GFP, GFP+ neurons showed minimal

changes in methylation levels, whereas GFP� neurons still ex-

hibited SNL-induced demethylation at these CpG sites from the
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sameDRGs (Figures3Eand3F). Furthermore, chromatin immuno-

precipitation (ChIP) analysis using anti-Tet3 antibodies (Jin et al.,

2016) showed enriched Tet3 binding at the DE1 and DE2 regions

of the ATF3 gene, which was further enhanced upon SNL (Fig-

ure 3G). We also observed similar binding properties of Tet3 to

the c-Myc locus but not to theGAP43 locus (Figure 3G). Together,

these results suggest a model wherein peripheral nerve injury

leads to enhanced recruitment of Tet3 to methylated CpG sites

of enhancers of RAGs followed by demethylation of these CpG

sites, resulting in upregulated gene expression.

TDG Coordinates with Tet3 to Regulate RAG Expression
and Axon Regeneration
Tet family proteins have been shown to exert functions indepen-

dent of DNA demethylation activity (Chen et al., 2013; Williams

et al., 2011). In addition, 5hmC has been proposed as a signaling
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Figure 3. Tet3 Regulates the Expression of

Multiple Injury-Induced RAGs and Mediates

Active DNA Demethylation of ATF3 Genomic

Regions

(A) Analysis of expression of some known RAGs.

The mRNA expression was assessed by qPCR at

SNL D1 and compared to the Ctrl naive group.

Values represent mean ± SEM (n = 3 for each

group; ***p < 0.001; *p < 0.05; n.s. p > 0.1; two-way

ANOVA).

(B–D) Assessment of ATF3 induction in Tet3 KD

DRGs at SNL D1 and D7. Shown are sample

images of immunostaining for GFP, ATF3, and

glutamine synthetase (G.S.) in Pirt-GCAMP3

neuronal reporter mice (B) and for ATF3 and GFP in

normal mice (C) and quantifications (D). Scale bars,

20 mm. Values represent mean ± SEM (n = 4 for

each group; ***p < 0.001; two-way ANOVA).

(E and F) Methylation status of the ATF3 distal

enhancer region 1 (DE1) in Ctrl and Tet3 KD DRG

neurons. AAV transduced (GFP+) and non-trans-

duced (GFP�) NeuN+ neurons from L4 and L5

DRGs at SNL D1 were isolated by FACS and sub-

jected to bisulfite sequencing analysis. (E) Sample

reads of individual alleles. Open circles indicate

unmethylated cytosines and closed circles indicate

methylated cytosines. (F) Summary from three in-

dependent biological replicates with at least 20

alleles each. Values represent mean ± SEM (n = 3

for each group; *p < 0.05; two-way ANOVA).

(G) ChIP-qPCR analysis of Tet3 binding to different

genomic regions that were also examined for

DNA methylation levels (as shown in Figure S3C).

Values represent mean ± SEM (n = 3 for each

group; *p < 0.05; two-way ANOVA).

mechanism itself via its binding partners

(Iurlaro et al., 2013; Mellén et al., 2012;

Spruijt et al., 2013). Transient elevation of

5hmC upon injury is consistent with its

role as an intermediate of active DNA de-

methylation (Figure 1D). We further exam-

ined the role of TDG, a critical downstream

mediator of active DNA demethylation

(Bellacosa and Drohat, 2015; Wu and

Zhang, 2014; Cortellino et al., 2011) (Figure S4A), in SNL-induced

intrinsic axon regeneration competence. Upon TDG KD (Fig-

ure S4B), axonal regeneration was significantly reduced at SNL

D7 (Figures 4A and 4B). We confirmed our results via AAV-medi-

ated co-expression of GFP and Cre in DRGs of adult Tdgf/f mice

(Figures 4C and 4D).

To investigate further whether Tet3 and TDG share the same

molecular mechanisms in regulating axon regeneration, we

evaluated the expression of known RAGs in TDG KD samples.

SNL-induced ATF3 expression was attenuated in TDG KD neu-

rons at both SNL D1 and D7, similar to the effect of Tet3 KD (Fig-

ures 4E and 4F). qPCR analysis of DRGs at SNL D1 showed that

TDG KD attenuated the induction of a similar subset of RAGs as

Tet3 KD (Figure 4G). Tet proteins generate 5hmC, 5fC, and 5caC

through iterative oxidation of 5mC, whereas TDG excises 5fC

and 5caC to initiate base-excision repair to complete the DNA
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demethylation process (Figure S4A). While Tet3 KD blocked

SNL-induced 5hmC level increases (Figure 1F), TDG KD led to

a further increase of 5hmC levels at SNL D7 (Figures S4C and

S4D). These results suggest that the complete DNA demethyla-

tion process, not SNL-induced 5hmC increase alone, primarily

mediates the induction of RAGs and unlocks the axonal growth

capacity of mature DRG neurons.

Tet1 Is Involved in PTEN Deletion-Induced Retinal
Ganglion Neuron Axon Regeneration
To assess whether active DNA demethylation is also required

for axon regeneration in the adult CNS, we employed the

model of PTEN deletion-induced axon regeneration of RGCs in

adult mice (Park et al., 2008). We co-expressed Cre and shRNA

for Tet1, Tet2, or Tet3, in adult RGCs, followed by axotomy and

axonal labeling (Park et al., 2008). Interestingly, expression of

shRNA-Tet1, but not shRNA-Tet2 or shRNA-Tet3, attenuated

axonal regeneration of RGCs in comparison to the shRNA-

control (Figure 5). Therefore, Tet signaling is also required for

induced axon regeneration in the adult CNS with the specific

involvement of Tet1.
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Figure 4. TDG Is Required for SNL-Induced

Axon Regeneration and ATF3 Expression in

Adult DRG Neurons

(A–D) In vivo axon regeneration assay. Similar to

Figures 2C and 2D, shown are sample images

(A) (scale bar, 300 mm) and quantification (B) at

SNL D7 with expression of control-shRNA or

TDG-shRNA. The same data from Ctrl-shRNA in

Figure 2C is replotted for comparison. Similar to

Figures 2A and 2B, also shown are sample images

of regenerating sensory axons identified by SCG10

(C) (scale bar, 500 mm) in TDGf/f mice expressing

GFP (Ctrl), or GFP and Cre (TDG-KO) and quanti-

fications (D). Values represent mean ± SEM (n = 4

for each group; *p < 0.05; two-way ANOVA).

(E and F) Assessment of ATF3 induction in TDG KD

DRGs. Similar to Figure 3B, shown are sample

images (E) (scale bar, 20 mm) and quantifications

(F). Values represent mean ± SEM (n = 4 for each

group; **p < 0.01; two-way ANOVA).

(G) TDG-dependent expression of multiple SNL-

induced RAGs. The mRNA expression was as-

sessed by qPCR at SNL D1 and compared to the

Ctrl naive group. Values represent mean ± SEM

(n = 3 for each group; ***p < 0.001; **p < 0.01;

*p < 0.05; n.s. p > 0.1; two-way ANOVA).

DISCUSSION

In addition to the extrinsic barrier imposed

by the inhibitory environment (He and Ko-

privica, 2004; Silver et al., 2014), poor

intrinsic growth capacity of mature CNS

neurons is a major contributing factor to

regeneration failure (Liu et al., 2011).

Therefore, defining how injured mature

PNS neurons switch to a pro-regenerative

statemay not only reveal the basic biology

of mature mammalian neurons, but may also suggest novel ther-

apeutic strategies for promoting axon regeneration within both

the PNS and CNS. Our results support a model wherein periph-

eral nerve injury, via retrograde Ca2+ signaling, upregulates

Tet3 expression and the active DNA demethylation pathway,

which in turn removes an intrinsic barrier to the expression of

an ensemble of RAGs and to functional axon regeneration of

mature PNS neurons in vivo (Figure S5). Our initial study also

suggests a similar intrinsic epigenetic barrier of DNAmethylation

for induced axon regeneration in the adult CNS.

Large-scale and long-lasting changes in the expression of

RAGs after injury have been associated with the regenerative

capacity of mature PNS neurons. Epigenetic mechanisms,

such as DNA demethylation, are well-suited to orchestrate tran-

scriptional re-activation of a large repertoire of RAGs over an

extended period of time. Many RAGs, including ATF3 and

c-Myc, exhibit developmentally regulated expression patterns

and diminished expression in mature neurons (Figure 3A), which

might be maintained via DNAmethylation. Indeed, we found that

at putative enhancer regions of both ATF3 and c-Myc, multiple

loci are hypermethylated in mature DRG neurons under basal
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conditions and associated with very low expression levels.

Upon SNL injury, there is an enhanced binding of Tet3 to these

regions, accompanied by demethylation and induced gene

expression. How Tet3 is targeted to these specific regions and

how its binding is enhanced upon injury remain to be determined.

One recent study published during the revision of this paper

profiled 5hmC from the whole adult mouse DRGs and found

large-scale changes, including regions associated with RAGs

(Loh et al., 2017). Interestingly, peripheral injury triggers differen-

tial 5hmC changes that are associated with distinct signaling

pathways compared to injury of the central branch of DRG

neurons, which does not result in axon regeneration. Because

of tremendous cellular heterogeneity in the adult mouse nervous

system, genome-wide methylation and hydroxymethylation

analysis of a particular neuronal type of limited quantity in vivo re-

mains a technical challenge (Shin et al., 2014a). Here, we purified

DRG neurons from adult mice and focused on a few candidate

genes as a proof of principle. Future technological developments

may enable analysis of DNA methylomes in very small popula-

tions of defined cell types and contribute to a more comprehen-

sive understanding of 5hmC/5mC dynamics in the regulation of

RAG expression in neurons.

Tet function and DNA demethylation have been shown to pro-

mote other cellular reprogramming processes, such as reprog-

ramming of somatic cells into pluripotency, although expression

of Tet proteins alone is not sufficient (Bagci and Fisher, 2013).

Here, we show that DNA demethylation removes one of the

major barriers for axon regeneration, but it is likely not sufficient

to switch mature neurons from a dormant state to an active

axonal growth state. Instead, DNA demethylation may coordi-

nate with other epigenetic mechanisms (Trakhtenberg andGold-

berg, 2012), such as histone acetylation, which has been shown

to promote PNS axon regeneration (Cho et al., 2013; Finelli et al.,

2013; Gaub et al., 2011; Puttagunta et al., 2014). Interestingly,

enhancing histone acetylation using HDAC inhibitors is not suffi-

cient to turn on the expression of ATF3 and Smad1 in adult DRGs

(Finelli et al., 2013), two genes that we found to be regulated by

Tet3 and TDG (Figures 3A and 4G). Future studies will address

how different epigenetic mechanisms coordinate to reactivate

the robust axonal growth state. Notably, Tet proteins are known

to interact with multiple chromatin regulators to modulate gene

expression (Chen et al., 2013; Deplus et al., 2013; Perera

et al., 2015).

In summary, our study identifies DNA methylation as an

intrinsic barrier for functional regeneration of mature mammalian

neurons. Different from recent studies of cell identity reprogram-

ming (Arlotta and Berninger, 2014), our finding of a critical role of

an epigenetic DNA modification mechanism in reprogramming

mature neurons to an axon regeneration-competent state,

without altering cell identity, extends the classic concept of re-

programming and may have broad implications for regenerative

medicine.
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Figure 5. Tet1 Is Required for Pten Deletion-Induced Axon Regener-

ation of Retinal Ganglion Neurons in the Adult Mouse

AdultPtenf/f micewere injectedwith AAVs to co-expressGFP, Cre, and control

shRNA, or shRNA against Tet1, Tet2, or Tet3 in the eye, followed by optic nerve

crush 2 weeks later. RGC axons were anterogradely labeled by cholera toxin

b subunit 12 days after injury. Shown are sample images of labeled axons

(A) (scale bar, 20 mm) and quantifications (B). Values represent mean ± SEM

(n = 3 for each group; *p < 0.05; two-way ANOVA).
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SUMMARY

To form protrusions like neurites, cells must coordi-
nate their induction and growth. The first requires
cytoskeletal rearrangements at the plasma mem-
brane (PM), the second requires directed material
delivery from cell’s insides. We find that the Gao-
subunit of heterotrimeric G proteins localizes dually
to PM and Golgi across phyla and cell types. The
PM pool of Gao induces, and the Golgi pool feeds,
the growing protrusions by stimulated trafficking.
Golgi-residing KDELR binds and activates mono-
meric Gao, atypically for G protein-coupled recep-
tors that normally act on heterotrimeric G proteins.
Through multidimensional screenings identifying >
250 Gao interactors, we pinpoint several basic
cellular activities, including vesicular trafficking,
as being regulated by Gao. We further find small
Golgi-residing GTPases Rab1 and Rab3 as direct
effectors of Gao. This KDELR / Gao / Rab1/3
signaling axis is conserved from insects to mammals
and controls material delivery from Golgi to PM in
various cells and tissues.

INTRODUCTION

G protein-coupled receptors (GPCRs) form the biggest receptor

family in animals. Main intracellular GPCR effectors are heterotri-

meric G proteins composed of a, b, and g subunits, of which the

a-subunit binds guanine nucleotides. Four main subgroups of

Ga-subunits exist: Gas, Gaq, Gai/o, and Ga12/Ga13 (Milligan

and Kostenis, 2006). When bound to guanosine diphosphate

(GDP), heterotrimeric G protein is competent to interact with

the cognate GPCR. The activated receptor acts as a guanine

nucleotide exchange factor (GEF), catalyzing exchange of GDP

for GTP on the Ga. This triggers dissociation of the G protein

into Ga-GTP and the bg-heterodimer, which can bind and acti-

vatedownstream transducer proteins.WhenGTPonGa is hydro-

lyzed, the inactive Gabg heterotrimer re-associates for a new cy-

cle of activation. Alternatively, the Ga-subunit can be reloaded

with GTP and continue its signaling activity (Lin et al., 2014).

As Ga-subunits provide the main specificity in GPCR-initiated

signaling cascades (Milligan and Kostenis, 2006), identification

of the Ga targets is crucial to understand this type of signaling.

Gao was among the first a-subunits discovered and is the major

Ga-subunit of the nervous system across the animal kingdom

(Sternweis and Robishaw, 1984; Wolfgang et al., 1990), control-

ling both development and adult physiology of the brain (Brom-

berg et al., 2008). Gao is also expressed in other tissues and is a

transducer of the developmentally and medically important Wnt

signaling pathway (Egger-Adam and Katanaev, 2008; Koval

et al., 2011).

Despite this importance, the list of known molecular targets of

Gao has been remarkably short. To uncover Gao interactors, we

performed several whole genome/proteome screenings result-

ing in > 250 candidate targets, most of which are not previously

known to be regulated by Ga proteins. These Gao targets can be

clustered into functional modules, identifying several basic

cellular activities, conserved from insects to humans, as being

under regulation of Gao-mediated GPCR signaling. We focus

on vesicular trafficking as one of these functional modules and

show that Gao controls multiple steps within it. From Drosophila

epithelia to mammalian neuronal cells, Gao controls outgrowth

formation through coordinated activities from the plasma mem-

brane (PM) and theGolgi apparatus, the latter involving the KDEL

receptor and small GTPases Rab1 and Rab3.

RESULTS

Massive Screenings Identify Numerous Gao Partners
With only a few Gao effectors previously known, we performed

several screenings to massively identify Gao partners. Our pri-

mary screenings were: yeast two-hybrid (1), proteomic (2) and

genetic suppressor-enhancer screens in Drosophila using Gao

overexpression (3), and RNAi-mediated downregulation (4). In

a complementary manner, we expected to cover the complete

Gao interactome with these screenings. We then complemented

these screens with an extensive scrutiny of the literature data

(5) and bioinformatics analysis of the resulting network and

translation of this network into proteins orthologous between

Drosophila and humans. This type of interactome identification

has not been performed for any Ga protein and produced an

impressive list of 254 proteins being candidate Gao partners

(Table S1; STAR Methods).
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Next, we aimed at functional clusterization of the Gao targets,

performing the gene ontology enrichment analysis of the Gao in-

teractome. This analysis identifies several functional modules,

such as cytoskeleton organization, cell division, cell adhesion,

etc., within the Gao interaction network (Figures 1A and S1A;

Table S2). These modules may represent key cellular activities

being directly controlled by Gao-mediated GPCR signaling. As

opposed to analysis of isolated individual targets, we decided

to select a functional module from this network and to holistically

investigate the role of Gao in the regulation of this module.

For this purpose, we selected the vesicular trafficking group of

Gao targets.

Gao Induces Outgrowth Formation in Different Cellular
Systems
Previously, we showed thatDrosophila Gao (dGao) directly inter-

acts with Rab5 to regulate the Wnt/Frizzled (Fz) signaling (Purva-

nov et al., 2010). The screenings now identified components of

the vesicular trafficking machinery as partners of Gao (Figures

1B and 1C; Table S2), suggesting that Gao may function as a

master regulator in vesicular trafficking.

To experimentally validate our hypothesis, we looked for a

Gao-mediated cellular program that may require vesicle-medi-

ated transport. We chose the process of neurite formation, and

more broadly, outgrowth formation, for this purpose. Indeed,

Gao expression in neuronal cells coincideswith, andGao activity

is required for, neuritogenesis (Frémion et al., 1999; Lee et al.,

2006; Strittmatter et al., 1994; Wolfgang et al., 1990). The need

for vesicle-mediated delivery of material to growing neurites is

well-known, although Gao has not previously been implicated

in this vesicle delivery. Gao is also required for the patterning

and formation of Drosophila wing hairs—stable actin-rich out-

growths of wing epithelial cells (Katanaev et al., 2005).

Mouse neuroblastoma N2a cells rarely produce spontaneous

neurites, which correlates with their low endogenous levels of

Gao (Figure S1B). As previously shown (Bromberg et al., 2008;

Lüchtenborg et al., 2014), expression of Gao in these cells

induces a massive neurite outgrowth (Figures S1C and S1D)

providing us with a necessary readout system.

We additionally used Drosophila S2 cells, which also

have low endogenous Gao levels (http://flybase.org/reports/

FBgn0001122.html). Remarkably, we observed that dGao

expression induced long protrusions, not typical for these cells

(Figures 1D–1G). These protrusions are initially F-actin-positive,

but with time become wider and additionally filled with microtu-

bules (Figure 1D). Live imaging reveals the dynamic nature of

these structures (Movie S1). Gao-induced formation of protru-

sions in S2 cells served as another, evolutionary distant, readout

for the role of Gao in trafficking.

Gao Shows Dual Plasma Membrane and Golgi
Localization
Before going further, we checked the subcellular localization

of Gao in our systems. In N2a cells transfected with human

Gao, immunostainings showed expected PM localization and a

strong perinuclear accumulation co-staining with the trans-Golgi

marker GalT-GFP (Figure S1E). A functional C-terminal GFP-

fusion of Gao (Gao-GFP) (Figures S1C and S1D) also stained

PM and Golgi, the latter recognized by the cis-Golgi marker

GM130 and a broader Golgi markerMannII-blue fluorescent pro-

tein (BFP) (Figure 2A). Golgi localization of Gao was not affected

by cycloheximide (up to 6 hr, not shown), and live imaging of

Gao-GFP revealed a rather static Golgi localization (Movie S2)

as opposed to the more dynamic GalT-GFP marker (Movie S3),

suggesting that Gao does not merely stain Golgi on its way to

PM after synthesis. Endogenous Gao was also found dually at

PM and Golgi in human neuroblastoma BE(2)C cells (Figure 2B)

and in primary mouse cortical neurons (Figure S1F).

A Golgi localization of mammalian Gao, with unclear biological

relevance, has been seen previously (Akgoz et al., 2004), while

such localization has not been described for dGao or any insect

Ga-subunit. In Drosophila, Golgi stacks spread all over cyto-

plasm (Kondylis and Rabouille, 2009), and dGao-GFP in S2 cells

localized at PM and at cis- and trans-Golgi stacks, identified,

respectively, with the GMAP-210 and GalT-mRFP (Figure 2C).

Upon heterologous expression in N2a cells, dGao-GFP also

localized at PM and Golgi (Figure S1G).

As a Drosophila tissue with endogenous dGao, pupal wings

expressing dArf79F-GFP as a cis-Golgi marker (Shao et al.,

2010) revealed dGao localized at PM and at compartments

overlappingwith thismarker (Figure 2D). Some dArf79F-negative

dGao clusters may represent medial- and trans-Golgi stacks,

although we cannot exclude additional intracellular compart-

ments. The immunostaining specificity was confirmed by RNAi

knockdown (k/d) of dGao in pupal wings (Figure S1H).

Cumulatively, our findings in different cellular and organism

readouts show a dual localization of Gao to the PM and Golgi

compartments.

Gao Regulates Vesicular Trafficking at Golgi
To test for the role of the Golgi-localizing Gao, we first roughly

approached the function of the Golgi apparatus in Gao-

induced neuritogenesis using brefeldin A (BFA). As expected

(Nakamura et al., 1995), BFA induced diffuse GM130 staining

Figure 1. Bioinformatics Analysis of the Gao Interactome

(A and B) Enrichment map of over-represented GO terms clustered in functional modules (A) built from Gao partners. Zoom-in of the ‘‘Protein transport’’ module

from (A) with the term ‘‘Vesicle-mediated transport’’ shown in green (B).

(C) Gao partners of the term ‘‘Vesicle-mediated transport’’ grouped by function. Color codes for nodes and edges indicate subcellular localization and screening

method, respectively.

(D–G) Drosophila S2 cells expressing dGao-GFP or GFP were allowed to spread for 30 (top) or 120 min (bottom) to form protrusions. Rhodamine-phalloidin and

anti-a-tubulin stained F-actin and microtubules, respectively (D). Note that protrusions are initially F-actin-positive (30 min), but with time become wide and filled

with microtubules (120 min). Quantification of parameters related to protrusion formation (E–G). Data represent mean ± SEM. ns, not significant; ***p % 0.001.

Scale bars, 5 mm.

See also Figure S1, Tables S1 and S2, and Movie S1.
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in Gao-transfected N2a cells; loss of Gao-GFP from the perinu-

clear regionwas also seen leaving the PMpool intact (Figure S1I),

while total Gao levels did not change (Figure S1J). We found that

BFA-treated Gao-expressing cells still formed neurites, with the

percentage of cells with neurites and neurite number not signif-

icantly affected (Figures 2E–2G). However, these neurites were

much shorter and thinner than in the control cells (Figures 2E

and 2H).

Similarly, BFA treatment in Drosophila S2 cells had no effect

on dGao protein levels (Figure S1K), but significantly reduced

the length of protrusions (Figures 2I and 2L), confirming that

Golgi functions are also required for protrusion elongation in

S2 cells. However, BFA additionally reduced the average num-

ber of protrusions per cell (Figures 2I–2K), which may be due

to instability of these structures.

These results indicate that Golgi is required for membrane traf-

ficking needed during elongation of Gao-induced protrusions.

To test this directly, we quantified the PM-directed transport

using GFP-fusion of the thermosensitive vesicular stomatitis

virus glycoprotein (VSVGts045-GFP). This construct is retained

in endoplasmic reticulum (ER) at 42�C, being released at 32�C
for its transport to PM through Golgi (Presley et al., 1997).

Analyzing kinetics of surface accumulation of this construct at

32�C, we found strong acceleration of PM delivery of

VSVGts045-GFP upon co-expression of Gao (Figures 2M and 2N).

To provide an independent meter of the effect of Gao on the

Golgi-emanating trafficking, we employed the reverse dimeriza-

tion (RD) system, whereby the GFP-FM4-hGH fusion protein ag-

gregates in ER until addition of the D/D solubilizer drug, permit-

ting then the secretory trafficking (Gordon et al., 2010). We found

that expression of Gao in N2a cells strongly speeds up secretory

protein trafficking of this construct (Figures 2O and 2P). Further,

we show with two independent small hairpin RNAs (shRNAs)

(Figures S2A and S2B) that k/d of endogenous Gao from BE(2)

C cells significantly slows down the secretory trafficking effect

rescued by re-expression of Gao (Figures 2Q and 2R). It can

be seen from Figures 2M–2R that the speed of secretory traf-

ficking is reduced �2-fold upon k/d of Gao in BE(2)C cells and

increased > 2-fold upon expression of Gao in N2a cells.

Collectively, these data suggest that Golgi Gao regulates the

PM-directed transport. Our data also indicate that the two pools

of Gao may function cooperatively in the outgrowths: the PM

pool of Gao providing the initial inductor signal for the outgrowth

formation, and the Golgi pool maintaining and elongating the

outgrowth through stimulating material delivery. In order to sepa-

rate thePMandGolgi functionsofGao,wegeneratedaGolgi-only

form, goGao (STARMethods). InN2acells, goGao showsaprom-

inent Golgi but essentially no PM localization (Figure 3A) and

robust interaction with Golgi partners of Gao (Figure S2C, see

below). Fully supporting our expectations, goGao fails to induce

any neurite outgrowths (Figures S1C and S1D). At the same

time, goGao parallels wild-type (WT) Gao in the speeding up of

material delivery from Golgi in the RD assay (Figures 3B and 3C).

Gao Physically and Functionally Interacts with Small
GTPases at Mammalian Golgi
How does the Golgi pool of Gao activate cargo delivery to PM?

We hypothesized that this is achieved through direct interaction

with Gao targets of the vesicular trafficking module (Figure 1C;

Table S2). The following mammalian orthologs of the dGao

targets were chosen for physical interaction analysis: small

GTPases of the Rab (Rab1a, Rab3a, Rab4a, Rab5a, Rab7a,

and Rab11a) and Arf (Arf1–Arf6) families, dynamin-1 and -2,

and clathrin, all crucial components of the secretory and/or

endocytic pathways. GFP-fusions of these proteins were ex-

pressed in N2a cells together with Gao-GST (that displayed cor-

rect dual localization) (Figure S2D) for the pull-down analysis;

empty plasmid or GST-fusion of the Golgi-resident KDEL recep-

tor (KDELR) (Figure S2D) (Townsley et al., 1993) were used as

controls. Pull-downs showed robust binding of Gao-GST to

Rab1a, Rab3a, Rab4a and Rab5a; Rab7a and Rab11a where

only weakly co-precipitated (Figures 3D, S2E, and S2F). From

the Arf family, Gao-GST strongly interacted with all Golgi-asso-

ciated Arfs (Arf1–Arf5) but not with the endocytic Arf6 (Figures

3D, S2E, and S2G). In contrast, no direct interactions were de-

tected in this system for clathrin and dynamins (Figure S2H).

We next analyzed co-localization, expressing Gao-mRFP with

the GFP-fusions of the target proteins. Perinuclear Gao strongly

Figure 2. Evolutionary Conserved Localization of Gao at Golgi

(A–C) Golgi localization of Gao-GFP determined in mouse N2a cells (A) by co-localization with Golgi markers GM130 and MannII-BFP. Human BE(2)C cells (B)

showed endogenous Gao co-localizing with GM130 at Golgi. In Drosophila S2 cells (C), dGao-GFP labeled Golgi stacks marked by GalT-mRFP and GMAP-210.

Color-channels are listed vertically top-to-bottom and selected areas are magnified with the channels displayed horizontally in the same order left-to-right. Scale

bars, 10 mm (A and B); 5 mm (C).

(D) Immunostaining of endogenous dGao in Drosophila pupal wings expressing the cis-Golgi marker Arf79F-GFP at 22 hr after puparium formation (APF).

A selected region is magnified; dGao/Arf79F-positive clusters indicated by arrowheads. Scale bar, 50 mm.

(E–L) Development of protrusions in N2a (E–H) and S2 cells (I–L) induced by Gao in the absence or presence of BFA. In N2a cells, BFA-treatment affected only

neurite length (E–H), whereas both protrusion number and length were reduced in S2 cells (I–L). Quantification of parameters linked to neurite and protrusion

formation (F–H and J–L). Scale bar, 50 mm (E); 10 mm (I).

(M and N) Gao speeds up trafficking to PM asmeasured with the VSVGts045-GFP assay in N2a cells (M). Surface biotinylation determined PM levels of VSVGts045-

GFP at different time points at 32�C. Biotinylated and input samples were tested with Abs against GFP and Gao. Quantification (N).

(O–R) Reverse dimerization assay in N2a (O and P) and BE(2)C (Q and R) cells. D/D solubilizer induces reduction of the full-length GFP-FM4-hGH and appearance

and decrease of a furin-cleaved product (O and Q). Gao overexpression strongly sped up secretory trafficking in N2a cells (O and P), and its downregulation

significantly slowed it down in BE(2)C cells (Q and R). Gao re-expression in knockdown BE(2)C cells rescued GFP-FM4-hGH secretion (Q and R). Cell extracts

were tested with Abs against GFP, Gao, a-tubulin (a-tub) and/or GST. Vertical line indicates that the two sides of the same membrane are shown with different

exposition times for better visualization (O). Arrowheads point to relevant bands (O and Q). Quantification of the effect of Gao overexpression (P) and its

downregulation and re-expression (R).

Data represent mean ± SEM. ns, not significant; *p % 0.01, **p % 0.005, ***p % 0.001.

See also Figures S1 and S2, and Movies S2 and S3.
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co-localized with the Golgi-associated Rab1a and Arf1-5 and

to a lesser extent with Rab3a (Figures 3E and S3A). A limited

co-localization was observed between perinuclear Gao and

Rab11a, clathrin and dynamins, and even less with the endocytic

Rab4a, Rab5a, and Rab7a (Figures S3B and S3C). Together,

these results identify the small GTPases Rab1a, Rab3a, and

Arf1–Arf5 as potential players in the Gao functions at Golgi.

Next, we analyzed cooperation of Gao with these partners

in neurite outgrowth, using WT and dominant-negative (DN)

versions of Rab1a, Rab3a, and Arf1. While Rab1a, Rab3a, or

Arf1 alone did not induce any neurite formation nor affected

the length of the few spontaneous N2a cell neurites (Figures

S3D–S3F), WT versions of Rab1a and Rab3a strongly potenti-

ated, and their DN forms strongly suppressed the length of

Gao-induced neurites in N2a cells (Figures 3F and 3I). At the

same time, the proportion of neurite-forming cells and the neu-

rites-per-cell numbers were not influenced by WT and DN forms

of Rab3a and modestly affected by the forms of Rab1a (Figures

3F–3H), confirming the interaction between Gao and these

GTPases is important for elongation but not induction of

protrusions. In contrast to Rabs, Arf1 WT showed no functional

interaction with Gao, while Arf1DN reduced all Gao-dependent

responses (Figures 3F–3I) through a yet unclarified reduction of

Gao protein levels not seen in other co-transfections (Figures

S3G–S3I). Arf1DN also induced a predicted BFA-like phenotype

(Dascher and Balch, 1994): loss of the Golgi marker GM130 and

of the perinuclear Gao (Figures S4A and S4B). Conversely, the

DN versions of Rab1a and Rab3a had no obvious effect on

Gao localization (Figure S4B).

Together, these data show that physical and functional inter-

actions of Gao with Rab1a and Rab3a at Golgi are required for

neurite elongation in N2a cells.

Gao Functionally Interacts with Small GTPases at
Drosophila Golgi
To support the above conclusion in an independent setting, we

performed a similar set of experiments in Drosophila S2 cells.

Upon co-transfection of mRFP-fusion constructs of dRab1,

dRab3, and dArf79F with dGao-GFP, all three small GTPases

co-localized with dGao at Golgi stacks stained by anti-GMAP-

210 (Figures S4C and S4D). While expression of the GTPases

alone did not induce protrusions (Figures S4E and S4F), dRab1

and dRab3 potentiated the number and length of dGao-induced

outgrowths (Figures 4A–4D) without changing the dGao-GFP

expression levels (Figures S4G and S4H). In contrast, dRab1DN

and dRab3DN suppressed dGao-induced protrusions (Figures

4A–4D). To continue the similarity with the mammalian system,

the dArf79FDN mutant caused an �50% drop in dGao protein

levels (Figures S4G and S4H) resulting in reduction in all param-

eters related to the formation of protrusions (Figures 4A–4D); it

also was unique in disassembling Golgi stacks (Figure S5A).

Using live imaging, we found that the dynamics of dGao-

induced protrusions in S2 cells was strongly suppressed by

dRab1DN and strongly enhanced by dRab1WT (Movies S1,

S4, and S5). These data show that the function of Gao as a

key player in the Golgi-controlled elongation of outgrowths is

conserved from insects to mammals.

Gao Genetically Interacts with Small GTPases in
Developing Drosophila Tissues
We next aimed at testing the role of Gao in regulation of vesicular

trafficking through Golgi-residing small GTPases in vivo, using

two well-characterized phenotypes induced by dGao: planar

cell polarity (PCP) and wing hair formation defects in developing

insect’s wings (Katanaev et al., 2005) and neuromuscular junc-

tion (NMJ) phenotypes in larvae (Lüchtenborg et al., 2014).

Both phenotypes are linked to aberrant signaling by Fz recep-

tors, which are GPCRs largely dependent upon Gao for proper

signal transduction (Egger-Adam and Katanaev, 2008; Koval

et al., 2011). We hypothesized that these developmental pro-

cesses may require not only the PM-associated activity of Gao

as a GPCR transducer but also its Golgi function as a regulator

of vesicular trafficking.

In pupal wings, each epithelial cell produces a stable

outgrowth called trichome or hair. Aberrant Fz and dGao activity

results in the multiple wing hair (mwh) phenotype, when some

cells form two or more hairs instead of one (Katanaev et al.,

2005). Remarkably, co-overexpression of dGao with dRab3

and especially dRab1 produced a marked, up to 15-fold,

enhancement of the dGao-induced mwh phenotype, whereas

co-expression of dArf79F showed no enhancement (Figures 4E

and 4F). Because the sole overexpression of each dRab pro-

duced no effect (Figures 4E and 4F), this result illustrates that

dGao synergistically interacts with dRab1 and dRab3 in this

in vivo setting.

Drosophila NMJ is a glutamatergic synapse made by several

distinct circular structures—the synaptic boutons—at the axon

terminus. Boutons can be visualized with the postsynaptic

CD8-GFP-Sh and the presynaptic anti-HRP staining. In larval

NMJs, loss or RNAi-mediated k/d of dGao leads to strong reduc-

tion in the number of boutons and to morphological abnormal-

ities seen as elongated structures with defective overlap of

Figure 3. Functional Interaction of Gao with Key Small GTPases

(A) In N2a cells, a Golgi-only form of Gao (goGao-GFP) is mostly absent from PM as seen by co-expression of Gao-mRFP. Scale bar, 10 mm.

(B and C) Reverse dimerization assay in N2a cells. D/D solubilizer induces reduction of the full-length GFP-FM4-hGH and appearance of a furin-cleaved product

(B). goGao sped up secretory trafficking as efficiently asWT Gao did (C). Cell extracts were tested with Abs against GFP, GST and a-tubulin (a-tub). Vertical lines

indicate different exposition times for each membrane part for better visualization (B).

(D) Pull-downs from N2a cells transfected with Gao-GST and GFP-fusions of the small GTPases Rab1a, Rab3a, and Arf1.

(E) Co-localization of Gao-mRFP with GFP-tagged Rab1a, Rab3a, and Arf1 in N2a cells. Boxed areas are magnified (right). Scale bar, 10 mm.

(F–I) Neurite formation in N2a cells co-expressing Gao-GFP with GFP-fusions of WT or DN forms of Rab1a, Rab3a, and Arf1 (F). Quantification of neurite-

associated parameters (G–I). Scale bar, 20 mm.

Data represent mean ± SEM. ns, not significant; *p % 0.01, **p % 0.005, ***p % 0.001.

See also Figures S2, S3, and S4 and Table S2.
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Figure 4. Gao Interacts with Small GTPases in Drosophila

(A–D) Protrusions in S2 cells co-expressing dGao-GFPwith GFP-fusions of WT or DN forms of dRab1, dRab3, and dArf79F (A). Quantification of protrusion linked

parameters (B–D). Scale bar, 5 mm.

(E and F) In Drosophila wings, the mwh phenotype induced by dGao overexpression (red ovals) is boosted by dRab1 and dRab3 but not dArf79F (E).

Quantification (F).

(G and H) The NMJ phenotypes induced by knockdown of dGao inDrosophila larvae are suppressed by the overexpression of dRab1 and dRab3 overexpression

(G). Note that the sole overexpression of dRab1 and dRab3 produced no phenotype compared to control (G). Synaptic boutons are visualized by CD8-GFP-Sh

and anti-HRP staining. Boxed regions are zoomed-in (right). Quantification of synaptic bouton numbers (H). Scale bar, 50 mm.

Data represent mean ± SEM. Numbers in columns represent sample sizes. ns, not significant; *p % 0.01, **p % 0.005, ***p % 0.001.

See also Figures S4 and S5 and Movies S1, S4, and S5.
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pre- and postsynaptic markers (Figures 4G and 4H) (Lüchten-

borg et al., 2014). We speculated that motoneuron-specific

overexpression of dRab1 or dRab3 may revert this phenotype,

provided that these Rabs act downstream of dGao in NMJ for-

mation. Indeed, we found that the dGao k/d phenotype (both

the number of boutons and the NMJ morphology) was fully

rescued by overexpression of dRab1 or dRab3, while these over-

expressions on the wild-type background produced no effects

(Figures 4G and 4H). As the k/d effect of the dGao-targeting

RNAi cannot be down-titrated by overexpression of an unrelated

protein (Lüchtenborg et al., 2014), these data demonstrate the

in vivo functional interaction of dGaowith dRab1 and dRab3 dur-

ing NMJ development.

The findings in this section provide evidence for the genetic

interactions of Gao with Rab1 and Rab3 in vivo, in two different

tissues, supporting our cellular observations.

Gao Activates Small GTPases at Golgi
Experiments described above show that Gao physically and

functionally interacts with Golgi-residing small GTPases. Next,

we bacterially produced GST-tagged Rab1a, Rab3a, and Arf1,

as well as previously characterized His6-tagged Gao (Lin et al.,

2014) and preloaded these G proteins with GDP or GTPgS

mimicking their inactive and active conformations. Subse-

quent pull-downs confirmed that Gao interactions with Rab1a,

Rab3a, and Arf1 are direct (Figure 5A). Importantly, while the

nucleotide state of the small GTPases did not affect the interac-

tion with Gao, Gao-GTPgS bound Rab1a and Rab3a by folds

more efficiently than Gao-GDP did (Figures 5A and 5B). In

contrast, binding to Arf1 was not influenced by the nucleotide

state of Gao (Figures 5A and 5B). These data might suggest

that Rab1a and Rab3a are effectors of activated Gao at the Golgi

apparatus.

Thus, we analyzed if Gao regulates Rab1a and Rab3a activ-

ities. Morphologically, co-expression of Gao-mRFP and GFP-

Rab1a in N2a cells induced a striking enlargement of the perinu-

clear region positive for both proteins—the phenotype not seen

for Gao co-expressions with other targets (Figure 3F). Similarly,

in Drosophila S2 cells, co-expression of dGao-GFP with mRFP-

dRab1 induced clustering and tubulation of the Golgi stacks,

also not seen in other experimental conditions (Figures S4C

and S4D). As Rab1 has been previously associated with Golgi

enlargement (Romero et al., 2013), we hypothesized that co-

expression of Gao stimulates Rab1a that in turn increases the

Golgi size, in a manner conserved from insect to mamma-

lian cells.

To address this, we measured the Golgi area marked by

GM130 in N2a cells co-expressing non-tagged Gao and GFP-

Rab1a. While overexpression of Gao or Rab1a alone had no ef-

fect, their co-expression significantly increased the Golgi size

(Figures 5C and 5E). Proving that Rab1a activation is the cause,

we found a similar enlargement of the Golgi area induced by the

constitutive active Q70L mutant of Rab1a (Figures 5D and 5E),

but not by other mutant forms of Rab1a or Gao (Figure S5B).

Co-expression with Rab1b also enlarged Golgi (Figure S5C),

suggesting that Gao activation of Rab1 is not isoform-specific.

To further assess activation of Rab1 by Gao, we used a

FAPP1-PH-GFP construct, commonly served to evaluate phos-

phatidylinositol 4-phosphate (PI4P) levels in Golgi membranes

(Balla et al., 2005). Because Rab1 activation increases PI4P pro-

duction, FAPP1-PH-GFP recruitment to Golgi indirectly monitors

the activity of endogenous Rab1 (Dumaresq-Doiron et al., 2010).

Gao overexpression in N2a cells significantly increased Golgi

accumulation of FAPP1-PH-GFP (Figures 5F and 5G) without

any changes in its protein levels (Figure 5H). As FAPP1-PH can

also interact with Arf1-GTP (Balla et al., 2005), we separately em-

ployed a GST fusion of the Arf1 effector GGA3 (Dell’Angelica

et al., 2000). Gao overexpression did not increase the amount

of Arf1-GTP pulled down from N2a cell extracts by GST-GGA3

(Figures 5I and 5J). Thus, Gao can activate endogenous Rab1,

but not Arf1, at Golgi. Similarly, pull-down of Rab3a-GTP by its

effector Rim2 was used as a probe to monitor Rab3 activation

(Fukuda, 2004), revealing that Gao overexpression increased

2-fold the amount of activated Rab3a (Figures 5I and 5J). We

further found that Gao overexpression increased Golgi accumu-

lation (Figures S5D and S5E) but not protein levels of GFP-Rim2

(Figure S5F) in N2a cells. Because Rab3a also localizes to re-

gions other than Golgi (Figure 3F), these data suggest that Gao

Figure 5. Gao Activates Rab1 and Rab3

(A andB) Gao directly interacts with Rab1a, Rab3a, and Arf1. Recombinant His6-taggedGao is pulled down byGST-fusions of the small GTPases but not GST (A).

GDP-loaded (top) and GTPgS-loaded (bottom) conformations of Rab1 and Rab3a bound more efficiently GTPgS-loaded Gao. Proteins were detected by anti-

His-tag and Ponceau S. Quantification (B).

(C–E) Golgi enlargement in N2a cells by co-expression of Gao and GFP-Rab1a (C). Immunostainings against Gao (squares at right bottom corners of GFP-Rab1a

panels) and GM130 confirmed co-expression and marked Golgi, respectively. Golgi expansion induced by a CA mutant of Rab1a (GFP-Rab1aCA; D). Selected

regions are magnified to the right. Quantification of Golgi area (E).

(F–H) Gao enhanced the Golgi accumulation of FAPP1-PH-GFP in N2a cells (F). Gao co-expression confirmed as in (C). Mean fluorescence intensity ratios of

FAPP1-PH-GFP at the Golgi versus total cell (G). Expression levels seen with Abs against GFP, Gao, and a-tubulin (H).

(I and J) Gao activates Rab3a but not Arf1 in N2a cells. Recombinant GST-Rim2 and GST-CCA3 were used to pull down activated GFP-Rab3a and Arf1-GFP,

respectively (I). Abs against GFP and Gao used for detection. Quantification of Rab3a and Arf1 pulled-down (J).

(K and L) Pull-downs from N2a cells transfected with Gao-GST and GFP-fusions of Rab1a, Rab3a, and aGDI. Abs against GFP and Gao were used for detection

(K). Quantification of Rab1a and Rab3a pulled down in the presence or absence of aGDI (L).

(M) Representative western blots for the Gao-Rab1a/Rab3a-aGDI complex formation in vitro. Purified GST-aGDI and His6-tagged Rab1a or Rab3a were pre-

assembled and immobilized on glutathione beads (in duplicate) to assess the interaction with His6-Gao. GST-aGDI alone was used as control.

(N) Co-localization of Gao-mRFP with KDELR-GFP (top) and KDELRD/N (bottom) in N2a cells. Boxed regions are magnified. Scale bar, 10 mm.

(O) Pull-down assay from N2a cells transfected with Gao-GST and KDELR-GFP or KDELRD/N-GFP. Abs against GFP and Gao used for detection.

Data represent mean ± SEM. ns, not significant; *p % 0.01, **p % 0.005, ***p % 0.001. Scale bars, 10 mm.

See also Figures S5 and S6.
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can activate endogenous Rab3 at Golgi, which results in recruit-

ment of GFP-Rim2 to this compartment.

Overall, these results speak for Rab1 and Rab3 being direct

binding partners of Gao. Further, Gao can activate these small

GTPases in vivo, resulting in enhanced Golgi-derived vesicular

transport, necessary for the stabilization and elongation of mem-

brane protrusions.

Gao Interacts with the aGDI-Complexed Rab1/3 at Golgi
We hypothesized that Gao might act as a GDI displacement

factor, ‘‘handing over’’ Rabs from GDI to a bona fide GEF

localized to the Golgi. To test this, we co-overexpressed Rab-

aGDI—efficient GDI for both Rab1 and Rab3 (Yang et al.,

1994)—together with Gao and GFP-Rab1a/3a. Surprisingly,

we found aGDI to promote Gao-Rab1a/3a interactions (Figures

5K and 5L). Gao also pulled down aGDI without co-expression

of any Rab (Figure S5G); this interaction is likely mediated by

endogenous Rabs as recombinant Gao and aGDI did not

directly interact (Figure 5M). In order to test if Gao is able to

directly interact with Rab/aGDI complexes, we purified Rab1a

and Rab3a using the baculovirus expression system preserving

post-translational prenylation of Rabs, crucial for their interac-

tion with GDIs (Maltese et al., 1996). As expected, prenylated

Rab1a/Rab3a were also able to interact with Gao (Figure S5H)

but are not activated by Gao in vitro (Figures S5I and S5J).

Notably, we also succeeded in reconstitution of the Gao-

Rab1/3-aGDI complexes in vitro (Figure 5M). Cumulatively,

these data indicate that multimeric Gao-Rab1/3-aGDI com-

plexes may exist at Golgi.

Stimulation of KDELR Activates bg-free Gao at Golgi
We next investigated how Gao activation at Golgi is organized,

considering two possibilities: translocation of active Gao from

PM to Golgi post-activation by GPCRs versus the independent

activation of Gao at Golgi. It was suggested that Gbg hetero-

dimers, but not Ga-subunits, could translocate from PM to Golgi

after GPCR activation (Akgoz et al., 2004). Despite poor expres-

sion (Figures S6A and S6B), the GaoGly92-GFP construct used in

those previous experiments revealed the dual PM and Golgi

localization similar to our GFP-tagged Gao construct (Fig-

ure S6C). We then applied 3 different means of Gao activation

at PM: co-transfection with muscarinic acetylcholine receptor 2

used in previous translocation studies (Akgoz et al., 2004) or with

neuronal cannabinoid receptor type-1, followed by stimulation

with acetylcholine or HU-210, respectively. Alternatively, we

used the Gi/o-activating peptide mastoparan (Higashijima

et al., 1988). In agreement with prior work (Akgoz et al., 2004),

none of these treatments increased the perinuclear fluorescence

of Gao-GFP or GaoGly92-GFP (Figures S6D–S6I), confirming that

Gao is not translocated from PM to Golgi upon activation.

Thus, Gao is a resident of Golgi and must be activated at this

compartment. A GPCR-like activity of KDELR has been impli-

cated in activation of the Golgi pool of Gaq and Gas, which in

turn regulate anterograde and retrograde trafficking, respec-

tively (Cancino et al., 2014; Giannotta et al., 2012). KDELR is

abundantly localized to Golgi, where it is constantly activated

by the C-terminal KDEL sequence of chaperones delivering

cargo from ER. A dominant-negative D193N mutant (KDELRD/N)

can bind the KDEL peptide but does not recycle to ER and

cannot activate Gaq/Gas (Cancino et al., 2014; Giannotta

et al., 2012; Townsley et al., 1993).

We found that KDELR-GFP co-localized with Gao-mRFP at

Golgi (Figure 5N) and was efficiently pulled down by Gao-GST

(Figure 5O) from N2a cells. Similarly, dGao and dKDELR co-

localize at Golgi stacks in Drosophila S2 cells (Figure 6A). We

generated a transgenicDrosophila line for in vivo overexpression

of dKDELR (Figure S6J). Co-expression with dKDELR strongly

enhanced the dGao-induced mwh phenotype in Drosophila

wings, while the single overexpression of dKDELR produced

no PCP phenotype (Figures 6B and 6C), demonstrating that

dGao synergistically interacts with dKDELR in vivo. Together,

these data show that Gao and KDELR physically and functionally

interact in an evolutionary conserved manner.

To test whether KDELR may possess a GEF activity toward

Gao, we employed the GTP-Eu loading assay in saponin-per-

meabilized HeLa cells (Koval and Katanaev, 2011). We found

that expression of Gao renders them responsive to the external

stimulationwith aKDEL-containing synthetic peptide (Figure 6D).

Figure 6. Evolutionary Conserved Interaction of Gao and KDELR

(A) Golgi co-localization of dGao-GFP with dKDELR-mRFP (top) and dKDELRD/N-mRFP (bottom) in S2 cells stained against GMAP-210. Selected areas

magnified to the right. Scale bar, 5 mm.

(B and C) dGao interacts in vivo with dKDELR seen by the enhancement of the mwh phenotype in Drosophila wings (red ovals; B). Quantification of mwh

numbers (C).

(D) Quantification of the GTP-Eu loading in saponin-permeabilized HeLa cells mock-transfected (control) or co-expressing Gao with GFP-fusions of the Golgi

marker GalT, KDELR, or KDELRD/N.

(E–G) Stimulation of KDELR activates Gao in N2a cells (E). ssBFPKDEL but not control ssBFP stimulates endogenous KDELR. Activated Gao is detected by Abs

against Gao-GTP. Marked regions are zoomed-in. Mean fluorescence intensity ratios of active versus total Gao calculated at the PM and Golgi (F) and of total

Gao-GFP at the Golgi versus PM (G). Scale bar, 10 mm.

(H) In N2a cells, Gao-BFP strongly co-localizes with mRFP-Gb1 and GFP-Gg3 at PM but not at Golgi. Marked region is magnified. Scale bar, 10 mm.

(I) Pull-downs from N2a cells transfected with Gao-GST (left) or GST-Gb1 (right) and different combinations of KDELR-GFP, GFP-Gb1, GFP-Gg3, and Gao-GFP.

Abs against GFP and GST used for detection.

(J–M) Neurite outgrowth in N2a cells co-expressing Gao-GFP with KDELR- or KDELRD/N-GFP (J). Quantification of neurite linked parameters (K–M). Scale

bar, 20 mm.

(N–Q) Development of protrusions in S2 cells co-expressing dGao-GFP with dKDELR- or dKDELRD/N-mRFP (N). Quantification of protrusion related parameters

(O–Q). Scale bar, 5 mm.

Data represent mean ± SEM. Numbers in columns represent sample sizes. ns, not significant; **p % 0.005, ***p % 0.001.

See also Figures S4, S6, and S7.
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Co-expression of the D/N, but not WT KDELR, blocked the

KDEL-peptide-mediated activation of Gao (Figure 6D).

We next tested where KDELR activates Gao, using an anti-

body specific for the GTP-bound form of Gao (Figures S6K

and S6L). We generated a secretable BFP construct carrying a

C-terminal KDEL signal (ssBFPKDEL) that acts as a long-lasting

KDELR ligand (Figures S6M–S6O) (Pulvirenti et al., 2008). N2a

cells were co-transfected with Gao-GFP and ssBFPKDEL or a

control (ssBFP). The anti-Gao-GTP staining and GFP-fluores-

cence were used to estimate the GTP-loading of Gao relative

to its total protein level at PM versus Golgi. We found that

ssBFPKDEL significantly increased the Gao-GTP/Gao-total ratio

at Golgi but not PMwithout changing the Gao Golgi/PM distribu-

tion (Figures 6E–6G), proving that stimulation of endogenous

KDELR induced activation of Gao at Golgi. Furthermore, KDELR

overexpression (known to induce its self-stimulation) (Hsu et al.,

1992) also activated the Golgi Gao (Figures S7A and S7B).

Although GPCRs act on heterotrimeric Gabg proteins, we

found no Golgi localization of the ubiquitous Gb1-subunit

(endogenous nor overexpressed) in Gao-expressing N2a cells

(Figure S7C). Even the triple co-expression of Gao, Gb1, and

the neuronal Gg3 (the complex previously reported to exist in

Golgi) (Ajith Karunarathne et al., 2012) revealed essentially no

localization of Gbg to the Golgi enriched in Gao in N2a cells

(Figure 6H). We next performed pull-downs using GST-Gao or

GST-Gb1 from cells expressing GFP-fusions of KDELR, Gg3,

and Gb1 or Gao. As expected, Gao-GST efficiently precipitated

not only KDELR-GFPbut alsoGFP-Gb1 andGFP-Gg3 (Figure 6I).

On the other hand, GST-Gb1 effectively pulled down Gao and

Gg3 whereas binding with KDELR was totally absent (Figure 6I).

Together, these experiments suggest that uniquely for GPCRs,

KDELR interacts with and activates bg-free Gao rather than a

heterotrimeric Gaobg complex.

Next, we analyzed if the KDELR / Gao activation influences

neuritogenesis. We co-transfected N2a cells with both proteins

and quantified the neurite outgrowth. We additionally used

KDELRD/N, which did not affect Gao localization (Figure 5N)

and interacted as efficiently as theWTwithGao-GST (Figure 5O).

The sole expression of KDELR did not induce neurite outgrowth,

and co-expression of Gao with the WT or D/N mutant of KDELR

did not change the percentage of cells forming neurites (Figures

6Jand6K). Yet, co-expression ofWTKDELR increased3-fold the

total neurite length accompanied bymild augmentation in neurite

numbers (Figures 6J–6M)without varyingGao protein levels (Fig-

ures S7D and S7E). Conversely, co-expression with KDELRD/N

did not affect neurite number and length (Figures 6J–6M),

implying that this mutant is unable to potentiate Gao functions.

Similarly, dKDELR co-expression increased the length and

number of dGao-induced protrusions in Drosophila S2 cells

(Figures 6N–6Q), whereas the sole expression of dKDELR had

no effect (Figures S4E and S4F). On the other hand, dKDELRD/N

reduced both the length and number of protrusions induced by

dGao (Figures 6N–6Q), without impact on dGao localization

and expression (Figures 6A, S4G, and S4H). Regarding the

KDELRD/N mutant, we provide evidence in three different cell

types, in two of which it behaves dominant negatively (HeLa

and S2) (Figures 6D and 6N–6Q) and in one, just negatively

(N2a) (Figures 6J–6M). We suspect that the negative activity of

this form of KDELR becomes dominant depending on the cell

type and/or relative expression levels.

Thus, KDELR emerges as an evolutionary conserved activator

of the bg-free Golgi pool of Gao required for the elongation of

cellular protrusions.

KDELR Acts on a Multiprotein Complex Containing Gao
and aGDI-Rab Complexes
AsGao interacts with the aGDI-Rab1a/Rab3a pair, wewondered

whether this pair might be present at the KDELR-Gao complexes

instead of Gbg. Indeed, we found that the pull-down of aGDI (and

by inference of aGDI-Rab complexes) is increased by several

folds upon KDELR overexpression (Figures 7A and 7B), although

KDELR does not interact with aGDI (Figure S5G) nor Rabs

(Figure S2E) in the absence of Gao. Thus, we infer formation of

multi-subunit assemblies containing KDELR, Gao, aGDI, and

Rabs at Golgi.

Next, we tested the reaction of these assemblies to KDELR

activation. We showed above that it results in the nucleotide ex-

change on Gao, as seen for other GPCRs. To continue this par-

allel, we find that KDELR activation with ssBFPKDEL dissociates

Gao from the receptor (Figures 7C and 7D). In further resem-

blance to the heterotrimeric G protein activation by GPCRs

whereas the Gbg dissociates from Ga, we find that the interac-

tion of Gao with aGDI (Figures 7A and 7B) and Rab1a/Rab3a

(Figures 7E–7H) is strongly diminished upon KDELR activation.

Gao does not act as a GEF for Rab1a/Rab3a (Figures S5I and

S5J). Further, nucleotide exchange on the small G proteins is not

a prerequisite for the KDELR-induced dissociation of Rab1a/

Rab3a from Gao, as the Rab1aDN and Rab3aDN mutant forms

incapable of GTP-loading are also dissociated from Gao upon

KDELR activation (Figures 7E–7H). These findings imply an

involvement of a bona fide Rab GEF localized to Golgi in the

final step of Rab activation upon the release of Rabs from Gao.

The interaction between Gao and Rabs, dissociated by KDELR

activation, is a prerequisite for this final step.

To test if KDELR activation indeed results in Golgi Rab activa-

tion, we took the BE(2)C cells naturally expressing Gao, stimu-

lated endogenous KDELR by expression of ssBFPKDEL, and

monitored Rab1 activation by the Golgi enrichment of FAPP1-

PH-GFP (Figures 5F–5H). We indeed found that KDELR stimula-

tion leads to activation of Rab1 on Golgi (Figures 7I and 7J). This

phenomenon is critically Gao-dependent, as removal of Gao by

shRNA completely blocks activation of Rab1 by KDLER, and

re-expression of Gao rescues this block (Figures 7I and 7J).

Our work discovers a mechanism of KDELR-induced activa-

tion of Gao and Rab GTPases at Golgi needed to speed up

material delivery to the growing cellular protrusions. The overall

sequence of events starting from activation of KDELR by the

arrival of the KDEL-containing chaperones accompanying

the ER-delivered cargos and leading, in the Gao-dependent

manner, to activation of Rabs, is schematized in Figure 7K and

is further detailed in the Discussion.

DISCUSSION

Intracellular signaling pathways currently emerge more as dy-

namicnetworksofprotein interactions rather than linear cascades
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of activation/inactivation reactions. In this regard, thorough eluci-

dation of the interaction targets of heterotrimeric G proteins—the

immediate transducers of GPCRs—is of crucial importance to

advance the understanding of this type of signal transduction. It

is especially true for Gao. Being the most abundant G protein

in the nervous system and controlling multiple evolutionary

conserved developmental, physiologic, and pathologic pro-

grams, it has been remarkably shy in revealing its signaling

Figure 7. Gao Links KDELR Signaling to Rab GTPases

(A and B) Pull-downs from N2a cells transfected with Gao-GST and combinations of GFP-aGDI, KDELR-GFP and ssBFPKDEL. Abs against GFP and Gao used for

detection (A). Quantification of aGDI pulled down (B).

(C and D) Effect of the co-expression of ssBFPKDEL on Gao-GST pull-down of KDELR-GFP in N2a cells. Abs against GFP and Gao used for detection (C).

Quantification of KDELR pulled down (D).

(E–H) Pull-downs from N2a cells co-expressing Gao-GST and combinations of ssBFPKDEL, GFP-Rab1aWT or DN (E), and GFP-Rab3aWT or DN (G). Abs against

GFP and Gao used for detection (E and G). Quantification of Rab1a (F) and Rab3a (H) pulled down by Gao.

(I and J) Gao downregulation affects Golgi accumulation of FAPP1-PH-GFP in BE(2)C cells (I). Stimulation of endogenous KDELR by ssBFPKDEL but not ssBFP

(squares at right bottom corners) increased Golgi recruitment of FAPP1-PH-GFP in control (shControl) cells, but not in Gao-depleted (shGao-A) cells. Re-

expression of Gao (not shown) rescued this phenotype. Mean fluorescence intensity ratios of FAPP1-PH-GFP at the Golgi versus total cell (J). Scale bar, 10 mm.

(K) Model of Gao cooperative functions at the PM and Golgi apparatus required for protrusion outgrowth.

Data represent mean ± SEM. ns, not significant; *p % 0.01, **p % 0.005, ***p % 0.001.
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partners. Here, we disclose results of our multiple overlapping

screens, identifying > 250 interaction partners of Gao. Each of

the screensperformedhas its inherent advantagesand limitations

(Beltrao et al., 2012), and by complementation, we expect to have

reached a near complete coverage of the Gao interactome—an

endeavor rarely performed for a signaling protein. Cherry-picking

of individual proteins from this network resulted in detailed de-

scriptions of mechanisms of Gao-controlled regulation of Wnt/

Fz signaling, synapse formation, PCP, asymmetric cell divisions,

endocytic regulation, etc. (Egger-Adam and Katanaev, 2010; Ko-

pein andKatanaev, 2009; Lin andKatanaev, 2013; Lin et al., 2014;

Lüchtenborg et al., 2014; Purvanov et al., 2010), validating the in-

teractome findings.

As opposed to characterizations of selected individual Gao

partners, we now aimed at identifying functional modules within

the interactome. For this, we performed bioinformatics analysis

clustering the individual components by their functions. This

resulted in appearance of several major cellular activities,

which now emerge to be regulated by Gao-dependent GPCR

signaling. We selected one of them, vesicular trafficking, for

detailed investigation. Many important components of this

cellular function, both endocytic and exocytic, are found

among Gao targets. We previously characterized interaction

of Gao and the endocytic master regulator Rab5, important

for GPCR internalization and signaling (Purvanov et al., 2010).

Now, we focus more on the exocytic function of Gao. In various

cell types (neuronal, epithelial, mesenchymal) of different ani-

mal groups (insect and mammalian) we now find a dual locali-

zation of Gao to Golgi and PM, and we find the coordinated

action of the two pools in exocytosis and formation of various

types of cellular protrusions. We further uncover the evolu-

tionary conserved KDELR / Gao / Rab1/Rab3 pathway at

Golgi, required for stimulated material delivery to PM and the

growing protrusions.

KDELR is a Golgi-residing GPCR-like receptor, activated by

the cargo delivery from ER and regulating both anterograde

and retrograde trafficking from Golgi (Cancino et al., 2014; Gian-

notta et al., 2012; Townsley et al., 1993). Here, we show that from

Drosophila to mammals, KDELR binds Gao and activates it,

potentiating Gao-induced cellular responses. Intriguingly, we

show that it is the bg-free form of Gao, which is the binding

and activation partner of KDELR—in a sharp contrast to the ac-

tion of typical PM-localized GPCRs that act on heterotrimeric

Gabg complexes. We further find that KDELR and Gao form

a multi-subunit complex, additionally containing Rab1/Rab3

GTPses and aGDI. Activation of KDELR results in the nucleotide

exchange on Gao and its dissociation from KDELR. Although

recombinant Rabs interact stronger with the GTP-loaded Gao

in vitro in absence of aGDI, in cells we find that activation of

Gao leads to dissociation of the Rab1/Rab3-aGDI complexes,

ultimately resulting in activation of the small GTPases and stim-

ulated anterograde material delivery, necessary for the growth

and stabilization of cellular protrusions. Activation of KDELR is

known to induce formation of multicomponent aggregates re-

cruiting a number of additional proteins (Majoul et al., 2001);

recruitment of Rab-GEFs to these complexes to mediate ulti-

mate activation of Rab1/Rab3 is also conceivable but will require

further investigation. Importantly, the Golgi pool of Gao plays key

roles in these processes, as the anterograde transport as well

as KDELR-mediated Rab1 activation are inhibited upon deple-

tion of Gao.

Based on the data presented here, a model emerges whereas

specific Gao pools at PM and Golgi play different but coopera-

tive roles during neuritogenesis and protrusion formation in gen-

eral. At PM, Gao initiates neurite formation regulating actin and

microtubule cytoskeletons (Bromberg et al., 2008; Lüchtenborg

et al., 2014) in response to activation by specific GPCRs. At

Golgi, the atypical GPCR KDELR induces activation of bg-free

Gao, which subsequently activates Rab1 and Rab3, and the

combined action of these proteins potentiates the PM-directed

trafficking required for elongation and stability of membrane

protrusions (Figure 7K). Being conserved from Drosophila to

mammals, this molecular mechanism is of basic importance

for the understanding of G protein functions in development,

physiology, and disease.
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SUMMARY

Nascent proteins can be positioned rapidly at pre-
cise subcellular locations by local protein synthesis
(LPS) to facilitate localized growth responses. Axon
arbor architecture, a major determinant of synaptic
connectivity, is shaped by localized growth re-
sponses, but it is unknown whether LPS influences
these responses in vivo. Using high-resolution live
imaging, we examined the spatiotemporal dynamics
of RNA and LPS in retinal axons during arborization
in vivo. Endogenous RNA tracking reveals that RNA
granules dock at sites of branch emergence and
invade stabilized branches. Live translation reporter
analysis reveals that de novo b-actin hotspots coloc-
alize with docked RNA granules at the bases and tips
of new branches. Inhibition of axonal b-actin mRNA
translation disrupts arbor dynamics primarily by
reducing new branch emergence and leads to im-
poverished terminal arbors. The results demonstrate
a requirement for LPS in building arbor complexity
and suggest a key role for pre-synaptic LPS in
assembling neural circuits.

INTRODUCTION

CNS axons typically form highly branched terminal arbors in their

synaptic target area. The branching complexity of an arbor de-

fines the number and extent of post-synaptic partners a neuron

can have and is a critical determinant of neural circuit assembly

(Alsina et al., 2001; Meyer and Smith, 2006; Ruthazer et al.,

2006). Previous studies have shown that retinal axon arbors

are built in vivo through a highly dynamic process of branch

extension, retraction, and stabilization (O’Rourke et al., 1994;

Witte et al., 1996). Arbor size and dynamics are influenced by

extrinsic stimuli, such as brain-derived neurotrophic factor

(BDNF) and Netrin-1 (Cohen-Cory and Fraser, 1995; Manitt

et al., 2009), and intrinsic factors, such as RNA-binding proteins

(RBPs) (Hörnberg et al., 2013; Kalous et al., 2014). Branching is

fundamental to functioning neural circuits, yet, although well

described in dendrites (Dong et al., 2015), relatively little is

known about the molecular mechanisms underlying axonal ter-

minal branching in vivo.

Many guidance cues that trigger local protein synthesis (LPS)

in axons, such as Netrin-1, BDNF, Sema3A, and Slit2 (Campbell

and Holt, 2001; Piper et al., 2006), are also axon branch regula-

tors (Kalil and Dent, 2014), suggesting a link between LPS and

axonal branching. Indeed, recent evidence shows that knock-

down of specific RBPs—Vg1RBP and Hermes—reduces retinal

axon terminal arborization in Xenopus (Hörnberg et al., 2013; Ka-

lous et al., 2014). Conversely, downregulation of the RBP fragile

X mental retardation protein (FMRP), a negative translation regu-

lator, increases axonal branching in Drosophila (Pan et al., 2004)

and zebrafish (Tucker et al., 2006) neurons, indicating that pre-

cise RBP-regulated mRNA translation is required for appropriate

branching. These studies disrupted gene function across all

neuronal compartments (soma, dendrites, and axons), however,

leaving open the question of whether axonally localized LPS has

a role in branching.

Culture studies have uncovered an association between

axonal branching and LPS. For example, newly synthesized

green fluorescent protein (GFP) puncta localize to the base of

collateral spikes in cultured retinal axons (Brittis et al., 2002),

and the translational machinery localizes to branch points in

cultured dorsal root ganglion (DRG) neurons (Spillane et al.,

2012). Moreover, axonally synthesized regulators of the actin-

nucleating Arp2/3 complex are involved in nerve growth factor

(NGF)-induced collateral branching (Spillane et al., 2012) and tar-

geting b-actin mRNA to axons supports collateral branching in

an injury-conditioned paradigm (Donnelly et al., 2013). Consis-

tent with these findings, mRNAs encoding proteins associated

with branching are actively translated in arborizing mouse retinal

ganglion cell (RGC) axon terminals in vivo (Shigeoka et al., 2016).

These findings suggest that LPS may provide a critical link be-

tween extrinsic (branch-regulating) signals and branching, but

the precise spatiotemporal dynamics of mRNA and LPS and

their roles in axonal branching in vivo have not been examined.

In this study, we investigated the spatiotemporal dynamics of

RNA movements, LPS, and axon terminal arborization in vivo.

We developed a method to visualize endogenous RNA granules

for prolonged periods (>1 hr) in single axons in the Xenopus
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Figure 1. Dynamics of Endogenous RNA Granules Correlate with Distinct Aspects of Axon Branching In Vivo

(A) RNA granule (white arrowheads) docking in RGC axons during branching. Top: a single RNA granule docks at multiple branch point sites before the formation

of protrusions (cyan arrows). The single z plane inset demonstrates localization of the RNA granule at the base of the protrusion. Middle: multiple RNA granules

move into branches and to branch tips during protrusion stabilization. Bottom: branch retraction (yellow arrow) occurs shortly after RNA granules exit the branch.

(legend continued on next page)
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visual system and performed live imaging to simultaneously cap-

ture arbor dynamics and RNA trafficking in vivo. Our results

reveal a close relationship between arbor dynamics and RNA

trafficking and show that RNA docking predicts sites of branch

emergence. Live visualization of b-actin synthesis reveals the

rapid accumulation of nascent b-actin in discrete ‘‘hotspots’’ in

branches and at branch points. Functional experiments show

that LPS is required for proper axon arbor formation in vivo.

Knockdown of local b-actin synthesis causes a marked reduc-

tion in the emergence of new branches and results in impover-

ished axon terminal arbors. Collectively, the findings provide

evidence of a pivotal role of LPS in determining axon arbor archi-

tecture in vivo.

RESULTS

Labeling Endogenous RNA for Live Imaging in Axons
In Vivo
To label endogenous RNA, we delivered labeled uridine-5’-

triphosphate (UTP) analogs, Cy5-UTP or biotin-UTP, intracellu-

larly by eye electroporation or blastomere injection in Xenopus

embryos. UTP analogs become incorporated into RNA during

its synthesis and can then be monitored by live fluorescence im-

aging in putative ribonucleoproteins (RNPs) in retinal axons

in vitro (Piper et al., 2015). The UTP analog was confirmed to

be incorporated exclusively into RNA (including mRNA and

rRNA) using qRT-PCR and bioanalyzer analysis of streptavidin/

biotin-UTP pull-down following biotin-UTP blastomere injection

and was not detected in genomic or mitochondrial DNA (Fig-

ures S1A–S1K). The method therefore provides an unbiased

approach to label and track endogenous RNAs.

Next, we examined the general characteristics of endogenous

RNA motility in RGC axon terminals in the tectum in vivo. Cy5-

UTP was delivered into developing RGCs along with a

membrane-targeted GFP (mGFP) reporter by targeted eye elec-

troporation at stage 28, the beginning of RGC axonogenesis.

Cy5-RNA and GFP-labeled axons were imaged in the optic

tectum with time-lapse microscopy (10–20 frames/min for

>1 hr) during the early phase of arborization and map formation

(stages 41–43). Cy5-RNA appeared as punctate granules, often

highly mobile, indicative of RNPs. We refer to these as ‘‘RNA

granules.’’ Motile RNA granules were observed in the majority

of GFP-labeled retinal axon terminals with an average density

of 2.6 ± 0.29 granules/10 mm (Movies S1 and S2). During an

average 1 min period, 59.2% of the RNA granules were mobile

and moved in anterograde (25.6% ± 3.4%) or retrograde

(27.7% ± 3.4%) directions or bi-directionally (5.9% ± 2.0%),

while 40.8% ± 3.9% remained stationary (Figure S1L). An anal-

ysis of granule speed along the main axon shaft (excluding

branches) showed an average anterograde speed of 10.0 ±

0.7 mm/min and retrograde speed of 11.4 ± 1.3 mm/min (Figures

S1M and S1N).

RNA Granules Dock at Sites of New Branch Emergence
We next investigated whether distinct aspects of branching,

such as branch emergence and stabilization, are associated

with the spatial and temporal positioning of RNA granules.

New ‘‘branches’’ first appear as filopodial protrusions of less

than 5 mm in length that emerge from the main axon shaft.

Many of these are short lived, but some elongate to >5 mm and

persist. We refer to these longer structures as ‘‘branches’’ to

distinguish them from the shorter filopodial protrusions. Motile

RNA granules were often observed to pause briefly (>10 s), or

‘‘dock,’’ at sites of branch emergence in the axon shaft immedi-

ately preceding the appearance of a new protrusion. 84% of the

filopodial protrusions exhibited docked RNA granules at their

bases in the 10 s time window preceding their emergence. The

docked RNA granules often persisted at the bases of filopodia

during emergence, although in some cases (5%), the dwell

time was transient (<10 s), and the granules moved away before

the filopodia became visible (Figure 1B). Individual RNA granules

occasionally exhibited repetitive docking at different sites along

an axon where each dock site preceded the emergence of a new

protrusion (Figure 1A; Movie S1), suggesting that specific RNA

granules may be highly potent in their ability to initiate filopodial

protrusions. Interestingly, while we rarely observed filopodial

emergence, retraction, and re-emergence at the same sites,

we often saw repeated cycles of partial retraction and extension

(Movie S2) and instances of multiple filopodia emanating in

different directions in 3D from the site of some docked RNA

granules (green arrowheads from �10 min onward in Movie S1).

To estimate what fraction of docking events lead to protrusion

events, we generated 20 sets of time points and axon positions

randomly for each axon (n = 5). The closest RNA granule to the

randomized position was tracked across time to find the first

instance of docking >10 s, and we then scored whether a protru-

sion emerges at this position within the 10 s of docking. We

found that 22.0% ± 5.1% of RNA granules displaying this dock-

ing motion were followed by protrusion emergence. To test the

possibility that these correlations are meaningful and not simply

coincidental, we compared how frequently RNA granules

docked at random positions along the axons versus an equiva-

lent number of bone fide protrusion sites. Even though some of

the random positions fell indiscriminately on protrusion-forming

sites, we found that RNA granules docked at just 16%of random

sites, compared to 84% at protrusion sites. (Figure 1B), showing

that the correlation between the site of branch initiation and RNA

granule docking is not simply coincidental. Moreover, the

(B) Left: proportion of protrusionswith RNAdocking at the base for >10 s preceding protrusion formation. Right: occurrence of RNA docking in protrusion-forming

or random positions in the same axons (t7 = 21.2, p < 0.0001, paired t test). Red diamonds represent the averages.

(C) Time of RNA granules presence was longer in branches with longer lifetime (base of branch: U = 369, p = 0.004; within branch: U = 137.5, p < 0.0001; branch

tip: U = 225, p < 0.0001).

(D) Time of RNA granules presence was longer in branches with longer maximal branch length (base of branch: U = 240, p < 0.0001; within branch: U = 297,

p < 0.0001; branch tip: U = 369, p < 0.0001). Error bars represent SEM. **p < 0.01, ***p < 0.001 (Mann-Whitney test for C and D).

(E and F) Pearson’s correlation between time of RNA presence and lifetime of branch (E) or maximal branch length (F).

Scale bars, 5 mm. See also Figures S1–S3.
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temporal order in which these events occur (RNA docking fol-

lowed by branch emergence) is consistent with a causal role of

RNA granule docking in protrusion initiation.

RNA Dynamics Correlate Positively with Branch
Stabilization
Previous work has shown that only a small subset of newly

formed branches persist to form stabilized mature branches,

while the majority are short lived and retract within 10 min (Witte

et al., 1996). Therefore, we next asked whether branches with

lifetimes > 30 min, which we define as ‘‘persistent,’’ exhibited

any distinct RNA granule behavior. RNA granules were seen to

invade persistent branches and often localized to their distal

tips (>15 mm; Figure 1A; Movie S2). By contrast, RNA granules

were rarely observed making excursions into short-lived

(<30 min) branches. Notably, RNA granules inside persistent

branches often docked at sites from which a new protrusion or

secondary branch emerged (arrowheads inMovie S2). The asso-

ciation between branch persistence and RNA invasion suggests

a link between the two.

Occasionally, branches harboring RNA granules were seen to

retract abruptly. Retrospective image analysis of these events

showed, strikingly, that RNA granules were rapidly trafficked

retrogradely out of the branch preceding retraction (yellow arrow

in Figure 1A). Thus, branch formation, stabilization, and retrac-

tion appear to be closely coupled to the localization of RNA gran-

ules (Figure 1A; Movie S3).

To evaluate whether RNA localization correlates with branch

lifetime and branch length, we categorized the branches into

two groups on the basis of their lifetime—short lived (0–30 min)

and persistent (31–60 min)—and length. The total time of the

presence/absence of RNA granules at each of the three branch

locations (base, tip, and intervening mid-region) was scored.

RNA granules were present for significantly longer times in

persistent branches compared with short-lived branches (Fig-

ure 1C). RNA granules were also present more of the time in

longer branches (>15 mm) than in shorter branches (5–15 mm)

(Figure 1D). In accordance with these results, we found that

branch lifetime positively correlated with the duration of RNA

localization at different branch positions (Figure 1E). In addition,

the maximal branch length also correlated with the duration of

RNA presence (Figure 1F). Thus, the spatial and temporal dy-

namics of RNA granules correlate with branch lifetime and

length, consistent with the observation of increased RNA locali-

zation in stabilized branches.

Mitochondria Localize to Branch Points and Exhibit
Parallel Behavior to RNA Granules
Mitochondria supply the energy for organelle trafficking and

mRNA translation and have previously been shown to localize

to branch points in axons in vitro (Courchet et al., 2013; Spillane

et al., 2013). To visualizemitochondrial dynamics in axons in vivo,

we introduced mitochondria-targeted GFP (mito-GFP) cDNA

into RGCs by electroporation and conducted time-lapse imaging

on axon arbors at stages 41–43. Mitochondria were commonly

observed to accumulate at sites of axonal branch emergence

(Figures S2A and S2B). They rarely entered transient branches

but often moved into stabilized persistent branches (Figures

S2A and S2C–S2F). Inside the branch, they commonly remained

motile moving back and forth along the length of the branch and

stalled at sites of new (secondary) branch formation. Like RNA

granules, mitochondria moved out of branches immediately

preceding retraction (Figure S2A). Dual imaging confirmed that

Cy5-UTP and mito-GFP label distinct structures (Figure S3;

Movie S4) and revealed that motile RNA granules frequently

visited and stopped on mitochondria, remaining juxtaposed for

significant periods (>3 min), and exhibited synchronous move-

ments indicative of close interactions. Overall, our data indicate

that endogenous RNA and mitochondria dock at sites associ-

ated with axonal branching in vivo, and their dynamics suggest

a coupling of energy supply to RNA regulation.

Translation Inhibition Disrupts Axonal Branching
Dynamics In Vivo
RNA transport and localization is intimately linked to LPS in

neuronal compartments (Aakalu et al., 2001; Cosker et al.,

2016; Kim et al., 2013; Leung et al., 2006; Tatavarty et al.,

2012; Wu et al., 2016). To test the functional role of LPS in

axon branching in vivo, we first used a pharmacological

approach on the exposed brain preparation. The intact larval

brain was exposed by simple removal of the overlying skin

epidermis and protein synthesis (PS) inhibitors (cycloheximide/

CHX and anisomycin/ANI) were added to the medium. Following

electroporation of fluorescent reporters in the eye optimized for

single RGC labeling, the in vivo arborization dynamics of RGC

axons were imaged in the optic tract and/or the optic tectum

every 30 s over a period of 10 min (stages 41–43; Figure 2A).

To confirm that the treatment effectively inhibited PS in live

brains, we developed a puromycylation-based translation assay

on whole-mount brains to obtain a quantitative measure of PS.

Exposed brains were treated for 30 min with PS inhibitors, fol-

lowed by puromycin (puro) treatment for 10 min and subsequent

anti-puro immunocytochemistry in whole-mount brains. Puro

mimics tRNA and, at the low concentration used, is incorporated

into the C termini of polypeptide chains, releasing them from

ribosomes. PS inhibitor treatment greatly reduced the puro-

immuno signal, confirming the effectiveness of the PS inhibition

(Figures 3B and 3C).

In the control condition, single axon arbors were highly dy-

namic, with an average of 50 filopodia and 8 branches added

and removed in 10 min (Figure 2B; Movie S5). By contrast, in

brains treated with PS inhibitors, the arbor dynamics were

reduced by 40%–70% (Figures 2C–2F; Movie S5). A detailed

analysis revealed that the balance of addition and retraction of

protrusions was also affected. In the control condition, slightly

more filopodia (52 versus 47) and branches (7.8 versus 5.3)

were added than were retracted (Figure 2B). This bias leads to

a small, but consistent, net increase in the number of protru-

sions. Interestingly, upon acute inhibition of PS, the number of

protrusions being added or removed became indistinguishable,

tipping the normal balance from a net increase to an equilibrium

(Figures 2C and 2D). The observed deficits were not due to PS

inhibition in the RGC soma as we removed the eye prior to

drug treatment. Previously, it was shown that somaless RGC

axons continue to navigate to the tectum and arborize in a

grossly normal manner in vivo for up to 3 hr (Harris et al.,

Neuron 95, 852–868, August 16, 2017 855



Time
0’ 2’ 4’ 6’ 8’ 10’ 0’5’10’

BranchesFilopodia
addition retraction addition retraction

0
20
40
60
80

100

n.s.

0

5

10

15

20

n.s.

N
um

be
r

N
um

be
r

+ - + -

0
20
40
60
80

100

n.s.

0

5

10

15

20

n.s.

N
um

be
r

N
um

be
r

+ - + -

addition retraction

0
20
40
60
80

100 **

addition retraction

0

5

10

15

20 ***

N
um

be
r

N
um

be
r

+ - + -

0
+ -

0
20
40
60
80

100

************

Vehicle control (n=12)
Cycloheximide (n=19)
Anisomycin (n=22)

+ -

0
2
4
6
8

10

************

N
um

be
r

N
um

be
r

+ - + -

Eye removal

+

- e remo

mGFP
cDNA

Stage 28 Stages 41-43

Exposed brain 
preparation

30 min drug
incubation

Timelapse imaging

C
on

tro
l

C
yc

lo
he

xi
m

od
e

A
ni

so
m

yc
in

A

B B’’B’

C C’’C’

D D’’D’

FE

Figure 2. Acute Inhibition of Translation Disrupts Axonal Branching Dynamics In Vivo

(A) Live imaging experiment on branching dynamics of somaless RGC axons in the tectum in vivo. Electroporated eye was removed to eliminate somatic

contribution.

(B–D) Axonal branching in control condition (B) and after incubation in translation inhibitors cycloheximide (C; CHX) and anisomycin (D; ANI). A merged overlay of

three time points (00, 5’, and 100 in blue, red, and green, respectively) is shown for each condition (far right). More protrusions were added than removed in control

condition (filopodia: t11 = 3.8, p = 0.003; branches: t11 = 4.6, p = 0.0008) (B0 and B00). No significant differences were observed in the number of protrusions that

were added and removed in CHX condition (filopodia: t18 = 0.2, p = 0.82; branches: t18 = 1.1, p = 0.29) (C0 and C00). No significant differences were observed in the

number of protrusions that were added and removed in ANI condition (filopodia: t21 = 0.5, p = 0.66; branches: t21 = 1.4, p = 0.18) (D0 and D00).
(E and F) The dynamics of filopodia (E; addition: F2,50 = 18.7, p < 0.0001; removal: F2,50 = 13.0, p < 0.0001) and branches (F; addition: F2,50 = 20.2, p < 0.0001;

removal: F2,50 = 9.5, p = 0.0003) were inhibited by CHX or ANI treatment.

Error bars represent SEM. **p < 0.01, ***p < 0.001 (paired t test for B–D) versus Control ***p < 0.001 (one-way ANOVA with Tukey multiple comparisons test for

E and F). Red diamonds represent the averages (B–D). Scale bars, 5 mm. See also Figure S4.
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Figure 3. Axon Navigation in the Optic Tract Is Not Affected by Acute Inhibition of Translation

(A) Live imaging experiment on somaless RGC axon navigation in the optic tract in vivo and translation assay onwhole brains. Electroporated eyewas removed to

eliminate somatic contribution.

(B) Anti-puromycin immunolabeling of whole-mount brains, shown as fluorescent intensity heatmaps, illustrates the incorporation of puromycin after 10 min, as

readout of translation. Cycloheximide (CHX) and anisomycin (ANI) treatments greatly reduce puromycin immunolabeling.

(C) The incorporation of puromycin was reduced in the ventral optic tract (VOT) (F3,67 = 204.6, p < 0.0001), dorsal optic tract (DOT) (F3,61 = 213.4, p < 0.0001), and

whole brain (F3,80 = 501.9, p < 0.0001) after CHX and ANI treatments.

(legend continued on next page)
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1987). We extend these findings to show that within the timewin-

dow of our experimental protocols (<1 hr), eye removal does not

affect branching dynamics (Figure S4). These results are consis-

tent with a possible role for LPS in axonal branching in vivo.

Embryos with eyes removed and treated with PS inhibitors for

30 min during the period of axon elongation in the optic tract

(stages 35/36–37/38) did not exhibit abnormal pathfinding or

stalling (Figure 3). Moreover, the speed of axon advance did

not differ from control brains in either the ventral or the dorsal

optic tract (Figures 3H and 3I). These findings indicate that acute

PS inhibition does not cause gross defects in axon growth or

navigation in the optic tract, whereas axonal branching is partic-

ularly sensitive to such treatment.

Knockdown of b-actin Synthesis Reduces Axon Arbor
Complexity
b-actin mRNA localizes to axons (Bassell et al., 1998) and is

locally translated in vitro in response to BDNF and Netrin-1

(Leung et al., 2006; Yao et al., 2006). These two cues are ex-

pressed in the optic tectum, and both act as key branch regula-

tors of retinal axons in the tectum in vivo (Cohen-Cory and

Fraser, 1995; Manitt et al., 2009). Furthermore, targeting of

b-actin mRNA to injury-conditioned axons promotes branch for-

mation in vitro (Donnelly et al., 2013), and the local remodeling of

the actin network has been shown to regulate axonal branching

in vivo (Chia et al., 2014). We thus focused on b-actin mRNA to

further examine the role of LPS in the dynamics of axonal

branching in vivo.

To block b-actin mRNA translation, a b-actin antisense mor-

pholino (MO) was injected into the blastomeres fated to give

rise to the CNS at the four-cell stage. This resulted in a 47%

reduction in b-actin levels, in agreement with previous studies

(Leung et al., 2006), and did not cause gross changes in embryo-

genesis (Figures S5A–S5E).

To target the b-actin knockdown to RGCs and to visualize the

trajectories of single axons, we electroporated the b-actin MO

together with a reporter mGFP plasmid into the eye at stage

28. At stage 45, when RGC axon arbors have reached maturity

and become relatively stable, we imaged single arbors in the

tectum and performed quantitative analysis. While highly com-

plex arbors were seen in the control MO (Con MO) embryos,

b-actin MO-axons exhibited much simpler arbors (Figure 4A).

Quantitative branching analysis showed that the branch

numbers decreased across different branch orders, leading to

an overall drop of 56% (Figure 4B) and a 50% reduction of the

total branch length (Figure 4C). The distribution of branches

shifted toward lower branch orders in the b-actin MO condition

compared to the Con MO condition, indicating that b-actin-

depleted axons elaborate proportionally fewer high-order

branches (Figure 4D). The axon complexity index (ACI) was

used to assess the complexity of individual arbors (Figures 4E–

4G), and arbors were classified as simple (ACI < 1.4) or complex

(ACI R 1.4). The results showed an average ACI of 1.83 for the

Con MO condition that dropped dramatically to 1.38 in the

b-actin MO condition. The majority of arbors (86%) in Con MO

samples were in the complex category, compared to only 30%

of those in the b-actin MO condition. Together, the data demon-

strate that b-actin synthesis in RGCs is important for the elabo-

ration of complex axon arbors in vivo.

b-actin Synthesis Promotes New Branch Emergence
and Shifts Addition/Retraction Bias
The loss of arbor complexity could arise by a reduction in the

emergence of new branches, a failure to stabilize new branches,

or a combination of both. To understand the dynamic processes

underlying axonal branching upon b-actin knockdown, we car-

ried out live in vivo imaging following MO electroporation into

the eye at stage 28 (Figure 4M). At stages 41–43, the dynamics

of both filopodia and branches were significantly reduced after

knocking down b-actin translation (Figures 4H and 4I; Movie

S6). In the Con MO axons, there were, on average, 41 filopodia

added and 35 retracted, while 21 filopodia were added and re-

tracted in the b-actin MO axons (Figure 4K). For the branches,

an average of 6.7 was added and 4.7 retracted in the control,

compared to 1.3 and 1.5 for addition and retraction, respectively,

in the b-actin MO condition (Figure 4L). Analogous to the trend

observed with acute translation inhibition (Figure 2), the net in-

creases in the control for both filopodia and branches were abol-

ished in the b-actin knockdown (Figures 4H and 4I). To test the

specificity of the b-actin MO, we electroporated an MO-insensi-

tive b-actin construct into the eye along with the MO. The MO-

insensitive b-actin was co-expressed with mGFP in a dual

promoter construct to ensure that all observed GFP-positive

axons also expressed the rescue construct. This rescued the

branching deficits (Figures 4A–4M). Collectively, these results

indicate that de novo synthesis of b-actin regulates axon branch-

ing dynamics in RGCs by promoting (1) the emergence of new

branches and (2) a small bias in favor of branch stabilization

over retraction.

Local b-actin mRNA Translation Is Autonomously
Required in Axon Terminals for Branching
The above results point to a requirement for de novo b-actin syn-

thesis for arborization but do not address whether the synthesis

is localized to the axon because the translation-blocking MO

was delivered into the cell somas in the eye. To confirm a local

(axonal) effect, we delivered the MO directly into arborizing

RGC axons in the tectum by electroporation at stages 41–43

(Figure 5E) and conducted live imaging immediately thereafter.

In the Con MO condition, the arbors were dynamic with highly

motile filopodia and branches, whereas the motility was severely

reduced in the b-actin MO condition (Figures 5A–5D; Movie S7).

In addition, we also recorded the expected biases in dynamics

that resulted in net increases for both filopodia and branches

(D–F) Axon navigation through the VOT and DOT in control (D) and after incubation in translation inhibitors CHX (E) and ANI (F).

(G) Axon behaviors were unaffected in axons after CHX or ANI incubation (death: p = 0.44; misprojected: p = 0.19; stalling: p = 0.80; normal: p = 0.47, chi-

square test).

(H and I) Axon elongation velocities were unaffected by CHX or ANI incubation (H, VOT: F2,140 = 1.3, p = 0.29; I, DOT: F2,140 = 1.3, p = 0.27).

Error bars represent SEM versus Control ***p < 0.001 (one-way ANOVA with Tukey multiple comparison’s test for C, H, and I). Scale bars, 50 mm.
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Figure 4. Knockdown of b-actin Reduces Axon Branching Dynamics and Arbor Complexity In Vivo

(A) Lateral view of single RGC axons in the tectum. Line drawings are shown with the branch order color coded: white, axon shaft; branches: red, primary; blue,

secondary; yellow, tertiary; purple, quaternary.

(B) Reduction in number of branches in b-actin morphants (primary: F2,81 = 8.9, p = 0.0003; secondary: F2,81 = 17.6, p < 0.0001; tertiary: F2,81 = 13.0, p < 0.0001;

total: F2,81 = 29.3, p < 0.0001).

(C) Branch length decreased in the b-actin MO (b-aMO) condition (F2,81 = 14.69, p < 0.0001).

(D) The proportion of branches in the b-aMO condition shifts toward lower branch orders (primary: F2,81 = 2.1, p < 0.0001; secondary: F2,81 = 4.7, p = 0.0006;

tertiary: F2,81 = 4.2, p = 0.0002).

(legend continued on next page)
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in the Con MO condition (Figure 5A). Similar to the global inhibi-

tion of b-actin translation in RGCs (Figure 4I), the local inhibition

of b-actin translation abolished the net increases (Figure 5B). The

defects in branching dynamics were partially rescued by locally

co-electroporating the b-actin MO with a MO-insensitive b-actin

mRNA (Figure S4). Because the electroporation protocol delivers

the b-actin MO into surrounding tectal cells, as well as the RGC

axons, it is possible that the axon branching defects arose due to

non-autonomous effects. To eliminate this, we delivered the MO

into the tectum before the arrival of RGC axons (stages 35/36–

37/38) and subsequently visualized the branching dynamics of

axons after tectal entry at stages 41–43 (Figure 5J). We found

no difference in the branching dynamics between the Con MO

and b-actinMOconditions (Figures 5F–5I), indicating that b-actin

translation in tectal cells is not required for RGC axonal branch-

ing, at least in the short term. Thus, the data demonstrate that

local b-actin synthesis promotes axonal branching in RGC axons

in vivo.

In contrast to the severe effect on arborization, the trajectories

of b-actin MO axons in the optic tract did not exhibit any major

guidance defects or abnormal extension rates (Figures S5 and

S6; Movie S8), indicating that axon pathfinding is not sensitive

to the level of b-actin translation knockdown achieved.

De Novo b-actin Synthesis Visualized by FRAP in Axon
Terminals In Vivo
We next sought to visualize newly synthesized b-actin during

branching in axon terminals in the tectum in vivo. Fluorescence

recovery after photobleaching (FRAP) of GFP has been used

in vitro to demonstrate the local synthesis of proteins (Aakalu

et al., 2001; Job and Eberwine, 2001). We expressed a fast-

folding fluorescent b-actin translation reporter, Venus-b-actin

(Figure 6A), andmRFP (general cell marker) in RGCs via targeted

eye electroporation and conducted in vivo FRAP on RGC axons

in the tectum (Figure 6B). The eye was removed to prevent diffu-

sion of soma-derived, Venus-tagged proteins into the axons.

Axon terminals expressing the Venus control showed a minimal

amount of signal recovery (4.8%) 10 min post-photobleaching.

By contrast, Venus-b-actin expressing axons exhibited rapid

fluorescence recovery reaching 18.6% in just 5 min. Cyclohexi-

mide suppressed the recovery of Venus-b-actin (Figures 6C

and 6D; Movie S9). These data demonstrate that Venus-b-actin

is rapidly and locally synthesized in axon terminals in the tectum.

Surprisingly, when the same 10 min FRAP experiment was

carried out on Venus-b-actin-expressing growth cones in the op-

tic tract, no signal recovery was observed (Figure S7). This result

indicates that b-actin mRNA translation is relatively low in axon

tips while navigating in the optic tract, consistent with our results

showing that b-actin knockdown does not affect optic tract path-

finding. This contrasts with axon tips once they reach the optic

tectum, where b-actin synthesis is significantly upregulated,

consistent with a functional role in arborization.

Focal b-actin Translation Promotes the Formation of
b-actin Microdomains in Axonal Branches In Vivo
De novo synthesis of b-actin could occur uniformly along the

entire axon and/or branch providing a continuous supply of

new actin monomers for branching axons. Alternatively, it

could take place in focal hotspots, potentially providing new

nucleation sites for actin polymerization. To investigate the

spatial distribution of newly synthesized b-actin, we used

FRAP with high-resolution time-lapse microscopy to map the

subcellular location of newly synthesized b-actin in arborizing

axons in vivo (Figure 7A).

Venus-b-actin showed a markedly different subcellular locali-

zation to the control Venus reporter. The control Venus reporter

exhibited low intensity and fairly ubiquitous levels of signal re-

covery as expected for free diffusion, whereas the Venus-b-actin

exhibited more concentrated spots of high intensity that we refer

to as LPS hotspots (Figures 7B and 7C; Movie S10). The post-

FRAP hotspots commonly appeared within 30 s and intensified

over time, suggesting that the newly synthesized Venus-b-actin

is retained focally at the site of translation, where it can poten-

tially participate in nucleating F-actin polymerization. Moreover,

consistent with the RNA granule docking behaviors observed

during branching (Figure 1), these nascent protein hotspots

were found at the branch points, within branches, and at branch

tips (Figure 7C), which may reflect a role in elongating branches.

A single branch can exhibit multiple hotspots, as shown in the

kymograph (Figure 7C), where four distinct hotspots can be

seen forming in different locations along the same branch with

different kinetics. The remarkably rapid detection of the FRAP

Venus-b-actin signal (10–20 s) was likely aided by the high sensi-

tivity of the microscope custom built for single-molecule fluores-

cence and the exogenous nature of expression. The result

indicates the existence of spatially and temporally distinct trans-

lation microdomains and suggests that locally synthesized

b-actin may fuel different aspects of branch remodeling.

To perform an unbiased quantitative analysis of the hotspots,

we measured the variation in the fluorescence signal, which is

predicted to increase with the presence of hotspots. The stan-

dard deviation (SD) of fluorescence values was used to generate

(E) Formulation of axon complexity index (ACI).

(F) The ACI was reduced in the b-aMO condition (F2,81 = 12.0, p < 0.0001).

(G) The percentage of complex arbor (ACI R 1.4) was reduced in b-aMO condition (***p < 0.0001, ###p < 0.0001, Fisher’s exact test).

(H–J) Axon branching in Con MO- (H) and b-aMO-positive (I) (+/– rescue construct; J) axons in the tectum. More protrusions were added than removed in control

morphants (filopodia: t17 = 3.9, p = 0.0011; branches: t17 = 3.2, p = 0.0049) (H0 and H00). No significant differences were observed in the number of protrusions that

were added and removed in b-actinmorphants (filopodia: t23 = 0, p = 1; branch: t17 = 0.8, p = 0.42) (I0 and I00). More protrusionswere added than removed in b-actin

morphants that were rescued with b-aMO resistant construct (filopodia: t9 = 3.5, p = 0.007; branches: t9 = 2.8, p = 0.022) (J0 and J00).
(K and L) The dynamics of filopodia (K; addition: F2,49 = 9.3, p = 0.0004; removal: F2,49 = 6.6, p = 0.003) and branches (L; addition: F2,49 = 16.1, p < 0.0001; removal:

F2,49 = 10.2, p = 0.0002) were inhibited in b-actin morphants.

(M) Eye electroporation and live imaging of axonal branching.

Error bars represent SEM. *p < 0.05, **p < 0.01, ***p < 0.001, ##p < 0.01, ###p < 0.001 (one-way ANOVAwith Tukeymultiple comparisons test for B–F, K, and L) and

paired t test for H–J). Red diamonds represent the averages (H–J). Scale bars, 20 mm for (A) and 5 mm for (H–J). See also Figure S5.
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(legend continued on next page)
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a fluorescence variation index (FVI). The SD value of the fluores-

cence for the branches were internally normalized to the SD of

the fluorescence for the axon shaft, where a ubiquitous recovery

pattern would yield a FVI z 1 and the presence of hotspots

would result in a FVI > 1 (Figure 7D). In agreement with our qual-

itative analysis, Venus-b-actin presented an increasingly larger

FVI value, whereas the FVI remained largely the same for the

Venus control (Figure 7E). Pre-treatment with cycloheximide

abolished the rise of FVI for Venus-b-actin, confirming that this

is PS dependent. Taken together, our data support a model

whereby focally translated b-actin is retained in concentrated

spots, where it may promote the local assembly of F-actin

required for axonal branching.

Nascent b-actin Microdomains Form in Close Proximity
to Docked RNA Granules In Vivo
To discover whether b-actin is synthesized at docked RNA gran-

ules, we carried out high-resolution FRAP experiments and re-

corded the recovery of Venus-b-actin signal simultaneously

with Cy5-RNA localization in branching axons in vivo. Hotspots

of b-actin recovery were found highly associated with docked

RNA granules, beginning 10–20 s post-FRAP (Figures 8A and

8B; Movie S11). To quantify this relationship, we compiled

each Cy5-RNA time series into a z stack and computed the me-

dian signal intensities as a representation of RNA dwell time at

different positions in the axon. The resulting image was then

used to calculate Pearson’s correlation coefficient (R) with the

Venus-b-actin cumulative recovery signal. We obtained a high

R of 0.76 ± 0.04 (Figure 8C), supporting a strong association.

To test for the significance of the observed association, we

scrambled each image to create 1,000 random images and

yielded an average R of 0.10 ± 0.02. It is interesting to note

that the Venus-b-actin hotspots frequently persisted for several

minutes, suggesting that newly synthesized b-actin can be

concentrated in microdomains.

DISCUSSION

We used live imaging to show that new axon branches

commonly emerge at sites where RNA granules and mitochon-

dria dock. We found that branch lifetime correlates positively

with sustained RNA and mitochondrial invasion. Our functional

analysis shows that PS is required for the elaboration of complex

arbors and that local b-actin synthesis contributes to the addition

and stabilization of new branches. Translation reporter experi-

ments show that b-actin is focally synthesized and retained in

concentrated microdomains at the bases and interiors of axonal

branches. Our findings are consistent with amodel in which RNA

localization and nascent b-actin help to direct branch emer-

gence and expand arbor complexity in response to target

post-synaptic cell contact.

Intracellular delivery of fluorescent UTP labels endogenous

RNAs and has enabled us to perform tracking of the intra-axonal

movements of RNA granules. These granules are highly fluores-

cent and photostable and can be followed for prolonged periods

(>420 min). Because the fluorescent UTP is incorporated into

RNA during transcription in vivo, the RNAs may associate with

normal regulatory proteins inside the nucleus to form specific

RNP complexes before export to the cytoplasm. The dynamic

behavior of these granules therefore should provide an accurate

reflection of their endogenous activities. The MS2 genetic sys-

tem is a valuable alternative for labeling endogenous RNAs for

live imaging (Beach et al., 1999; Bertrand et al., 1998) and has

the advantage of being able to label specific RNAs. However,

the multiple MS2 binding stem-loops in the RNA and the binding

of multiple fluorescent proteins required for live tracking may

hamper RNA-protein interactions and alter some aspects

of motility and localization. Our finding that RNA granules

frequently dock at sites immediately preceding filopodia emer-

gence suggests that translation may occur at these sites and is

supported by dual time-lapse imaging, showing a strong associ-

ation between the positions of newly synthesized Venus-b-actin

and docked RNA granules. Since our biochemical analysis

showed that rRNA, similar to non-labeled RNA, makes up a large

fraction of labeled RNA in larval brains, it is likely that the docked

RNA granules represent accumulations of ribosomes as well as

mRNAs. It is notable that the RNA docking behavior described

here is similar to that reported for Vg1RBP (the major b-actin

mRNA-binding protein) (Kalous et al., 2014), where GFP-

Vg1RBP puncta dock at sites immediately preceding the emer-

gence of filopodia from the axon shafts. Collectively, these

data suggest that numerous translation-associated organelles

and complexes (RNA granules, ribosomes, mitochondria,

RBPs) co-dock at sites to promote branch emergence. In the

future, it will be interesting to investigate the dynamics ofmultiple

complexes simultaneously.

Our fast image-capture analysis enabled us to simultaneously

track RNA, translation, and branching events and revealed the

highly dynamic nature of developing axon arbors with multiple

branches emerging and retracting over minutes. This is in broad

agreement with previous studies using slower capture rates

(Alsina et al., 2001; Cohen-Cory and Fraser, 1995; Harris et al.,

1987; Hu et al., 2005; Meyer and Smith, 2006; O’Rourke et al.,

1994; Ruthazer et al., 2006; Witte et al., 1996). We found a slight

(E) Local delivery of MO into RGC axons by tectum electroporation and imaged immediately thereafter. Electroporated eye was removed to eliminate somatic

contribution.

(F and G) Time-lapse images of axonal branching in the tectum at stages 41–43 after local delivery of MO at stages 35/36–37/38. More protrusions were added

than removed in Con MO condition (filopodia: t11 = 3.4, p = 0.006; branches: t11 = 4.9, p = 0.0005) (F0 and F00). More protrusions were added than removed in

b-aMO condition (addition: t17 = 4.2, p = 0.0006; removal: t17 = 4.0, p = 0.0008) (G0 and G00).
(H and I) The dynamics of filopodia (H; addition: t28 = 0.6, p = 0.58; removal: t28 = 0.6, p = 0.55) and branches (I; addition: t28 = 0.3, p = 0.78; removal: t28 = 0.07,

p = 0.95) were unaffected in b-aMO condition.

(J) Local delivery of MO into the tectum before tectal entry of RGC axons (stages 35/36–37/38) and live imaging of axonal branching after tectal entry of RGC

axons (stages 41–43). Scissors and dashed line denote that only the skin overlying the tectal area was removed to minimize damage to the brain.

Error bars represent SEM. *p < 0.01, **p < 0.01, ***p < 0.001 (paired t test for A, B, F, and G and unpaired t test for C, D, H, and I). Scale bars, 5 mm. Red diamonds

represent the averages (A, B, F, and G). See also Figures S4 and S6.
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bias in favor of emergence over retraction, which leads to a pro-

gressive increase in arbor size and complexity. New branches

emerging from the axon shaft typically appear at sites of tran-

siently docked RNA granules and are often short lived, retracting

within seconds, with the more stable branches invaded by RNA.

Interestingly, the RNA docking sites closely resemble locations

of presynaptic puncta, which are similarly correlated with branch

emergence and lifetime (Alsina et al., 2001; Hu et al., 2005;Meyer

and Smith, 2006; Ruthazer et al., 2006). This suggests that trans-

lation and presynaptic components might coordinately control

arbor remodeling and transmission. Many presynaptic proteins

are axonally translated during arborization (Shigeoka et al.,

2016), suggesting the possibility that the positioning of presyn-

aptic proteins and puncta might be aided by RNA localization.
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Previous work has shown that LPS is required for growth cone

turning in vitro in response to various factors, including Netrin-1

and BDNF (Campbell and Holt, 2001; Yao et al., 2006). Interest-

ingly, Netrin-1 and BDNF are expressed in the tectum, but not in

the optic tract, and are known to induce b-actin synthesis in

retinal axons (Leung et al., 2006). In addition, the Netrin-1 recep-

tor DCC, being bound to ribosomes, is directly linked to the

translation machinery (Tcherkezian et al., 2010). Thus, it can be

envisaged that on arrival in the tectum, contact with Netrin-1-

bearing tectal dendrites triggers localized b-actin translation

(via DCC activation) in retinal axons, which promotes branch

emergence.

Defects in axon pathfinding were not detected in the current

study after b-actin translation knockdown. This is consistent

with the finding that Vg1RBP knockdown does not cause path-

finding defects but disrupts axon arborization (Kalous et al.,

2014). It is puzzling that b-actin translation knockdown affects

growth cone turning in vitro, but not pathfinding in vivo. One pos-

sibility is that the growth-cone turning assay, which measures

small shifts in the direction of axon growth over a 1 hr period,

is not a faithful gauge of long-range axon pathfinding behavior

in vivo. The limited behavioral responses possible in the reduced

conditions of this in vitro assay systemmay, in fact, be more akin

to an arborizing axon, although overt branching cannot occur

because of the absence of appropriate cellular substrate and

branch-inducing factors. The finding that RGC axonal growth

cones can navigate accurately in optic tract despite reduced

levels of b-actin mRNA translation is consistent with our obser-

vation of scant levels of new b-actin synthesis in the growth

cones of navigating axons using a Venus-b-actin translation re-

porter. By contrast, the translation reporter revealed robust

b-actin synthesis in the tips of axons that have entered the
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(A) Dual-channel simultaneous time-lapse images of Cy5-RNA and Venus-b-actin FRAP. The axonmorphology was estimated by capturing amRFP image before

photobleaching and after time-lapse acquisition, which are overlaid on the Cy5-RNA images (gray scale, top) at time points 000 and 30000, respectively. Axon
outline of the mRFP image captured after time-lapse acquisition was used as an approximation for time points 1000 to 30000. Venus-b-actin signal recovery after

photobleaching is illustrated by the fluorescence heatmaps (middle). The bottom row presents the overlays of Cy5-RNA (cyan) and Venus-b-actin FRAP

(magenta).

(B) Enlarged images of area signified by the arrowhead in (A). The images of Cy5-RNA (cyan) and Venus-b-actin FRAP (magenta) are individually presented on the

left and in the middle columns. Images on the right display image overlays. The FRAP signal positions at 30 s closely resemble the localization of RNA at 10 s.

(C) Cy5-RNA time series were compiled into z stacks and computed for the median signal intensities as a representation of RNA dwell time. The resulting images

were then used to compute Pearson’s correlation coefficient (R) with the Venus-b-actin cumulative recovery signal. The averages of R(observed) were signifi-

cantly higher than averages of R(random) yielded from 1,000 random images scrambled from each original axon image (t8 = 11.55, p < 0.0001, paired t test).

Scale bars, 5 mm for (A) and 1 mm for (B).
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tectum. Thus, our data indicate that growing retinal axons upre-

gulate b-actin synthesis on entering the tectum, where it is

required for branching. The results raise the interesting possibil-

ity that distinct aspects of axon development, such as axon

pathfinding and branching, are differentially sensitive to local de-

mands for de novo protein synthesis. Our results do not exclude

the possibility that axon pathfinding requires some level of LPS.

In commissural axons, although a requirement for LPS has not

been demonstrated in pathfinding, a similar upregulation of

EphA2 translation and Robo3.2 mRNA occurs after axons pass

the midline of the spinal cord (Brittis et al., 2002; Colak et al.,

2013). Moreover, >1,000 mRNAs were identified in the transla-

tome of retinal axons elongating in the superior colliculus in em-

bryonic day 17.5 (E17.5) mice (Shigeoka et al., 2016). LPS could

aid short-range (within the target) pathfinding and promote the

accuracy of connectivity. This is supported by the misrouting

of retinal axons selectively in the optic tectum after the knock-

down of specific microRNAs miR-124 (Baudet et al., 2011) or

the axon-localizing miR-182 (Bellon et al., 2017), whichmodulate

the translation of subsets of mRNA.

Howmight a small quantity of newly synthesized b-actin play a

physiologically significant role in branch dynamics, promoting

branch formation and stabilization, especially when there is a

large pool of pre-existing actin? Locally synthesized b-actin

has been estimated to constitute <1%of the actin in sympathetic

neuron axons (Eng et al., 1999) and 7% of the actin needed for

polymerization in migrating fibroblasts (Condeelis and Singer,

2005). Additionally, actin reportedly has a long half-life

(2–3 days) (Antecol et al., 1986). In fibroblasts and growth cones,

it has been proposed that microdomains of b-actin translation

give rise to spatially confined pools of newly synthesized b-actin

sufficiently concentrated to act as nucleation sites for the poly-

merization of new actin filaments that, in turn, bias the direction

ofmigration (Katz et al., 2016; Kislauskis et al., 1997; Leung et al.,

2006; Shestakova et al., 2001). Our experimental evidence

showing the progressive accumulation of newly synthesized

b-actin in microdomains over 5 min supports this idea. More-

over, since nascent b-actin lacks post-translational modifica-

tions, it may be a particularly potent driver of polymerization

(Karakozova et al., 2006; Lin and Holt, 2007; Wang et al.,

2001). Newly synthesized glutamate receptors and b-actin also

accumulate in hotspots in dendrites in hippocampal neurons

in vitro (Kim et al., 2013; Yoon et al., 2016). This contrasts with

the more broadly distributed pattern of newly synthesized

b-actin seen in axonal growth cones in culture (Ströhl et al.,

2017), hinting at potential differences in terms of either nascent

b-actin accumulation or the nature of translation (e.g., monoso-

mal versus polysomal). The ability to extend a new branch based

on LPS enables ‘‘on-site’’ and ‘‘on-demand’’ provision of the

structural substrate needed for new branch formation and syn-

aptogenesis in response to signals from target cell.

Impoverished neuronal arborization is a structural correlate of

several neurodevelopmental disorders, such as autism and

Down syndrome (Jan and Jan, 2010). However, previous studies

have focused on dendrite rather than axon arborization and have

not evaluated the contribution of local translation. Dysregulated

translation, both toomuch or too little, can have profound effects

on both axonal and dendritic branching and synapse formation

(Chihara et al., 2007; Jaworski et al., 2005; Santini et al., 2013).

The demonstration here that axonal arborization is disrupted

by a loss of b-actin translation implicates RNA localization and

local translation broadly in wiring the nervous system and raises

the possibility that axonal, as well as dendritic, arborization de-

fects underlie some neurodevelopmental disorders.
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SUMMARY

The folding of the mammalian cerebral cortex into
sulci and gyri is thought to be favored by the amplifi-
cation of basal progenitor cells and their tangential
migration. Here, we provide a molecular mechanism
for the role of migration in this process by showing
that changes in intercellular adhesion of migrating
cortical neurons result in cortical folding. Mice with
deletions of FLRT1 and FLRT3 adhesion molecules
develop macroscopic sulci with preserved layered
organization and radial glial morphology. Cortex
folding in these mutants does not require progenitor
cell amplification but is dependent on changes in
neuron migration. Analyses and simulations suggest
that sulcus formation in the absence of FLRT1/3 re-
sults from reduced intercellular adhesion, increased
neuron migration, and clustering in the cortical plate.
Notably, FLRT1/3 expression is low in the human
cortex and in future sulcus areas of ferrets, suggest-
ing that intercellular adhesion is a key regulator of
cortical folding across species.

INTRODUCTION

The cerebral cortex is a central region in the brain that controls

high-level cognitive functions (Geschwind and Rakic, 2013). Dur-

ing evolution, the cortex has undergone an enormous expansion

that mostly accounts for the increase in brain size across

mammalian species (Finlay and Darlington, 1995). Because the

cerebral cortex is a laminar sheet of tissue, its expansion coin-

cides with the formation of folds consisting of gyri and sulci.

Based on cortical folding, mammals can be classified into gyren-

cephalic species (such as ferrets and most primates), which

have folded brains, and lissencephalic species (such as mice),

which have smooth-surfaced cortices.

Mechanistically, cortex folding is promoted by regional cortical

growth together with tangential expansion (Borrell and Götz,

2014; Borrell and Reillo, 2012; Reillo et al., 2011). This model is

based on the finding that one of the germinal zones of the cortex,

the subventricular zone (SVZ), is subdivided into an inner (ISVZ)

and outer (OSVZ) subventricular zone in gyrencephalic but not

in lissencephalic species, (Reillo et al., 2011). The OSVZ is a pro-

liferative region that contains transit-amplifying basal progenitors

(BPs) that expands concomitant with the onset of cortical folding

(Hansen et al., 2010; Lui et al., 2011). Recent observations have

shown that local amplification of BPs can lead to gyrus formation

in the smooth mouse cortex (Florio et al., 2015; Rash et al., 2013;

Stahl et al., 2013; Wang et al., 2016), whereas a decrease of the

BP pool reduces the gyrification index in the ferret (Reillo et al.,

2011; Toda et al., 2016), indicating that expansion of BPs repre-

sents a key event to induce gyration of the mammalian brain.

Interestingly, new findings have challenged this model regarding

its predictive power on the gyration of the cortex. Recent studies

have shown that increasing proliferation of BPs in themouse SVZ

per se increased the cortical thickness or surfacebutwasnot suf-

ficient to causegyrification (Nonaka-Kinoshita et al., 2013; Thom-

son et al., 2009; Wagenführ et al., 2015). Notably, the prevailing

hypothesis proposes that it is thecombinationofBPamplification

with divergent radial migration that contributes to the expansion

of thecortex in radial and tangential axesand then its folding (Bor-

rell andReillo, 2012; Fernández et al., 2016; Lui et al., 2011; Reillo

et al., 2011). According to this model, migrating neurons do not

follow strictly parallel pathways but, instead, follow divergent

trajectories, dispersing in the lateral axis, which leads to tangen-

tial cortical expansion and folding. Failure in neuronal migration

causes severe abnormalities in cortical folding that result in hu-

man lissencephaly (Moon andWynshaw-Boris, 2013). Moreover,

recent findings directly support the radial divergence hypothesis

by showing that, in the ferret cortex, migrating neurons do not

follow strict radial pathways but, instead, follow more tortuous

migration routes concomitant with the start of cortical folding

(Gertz and Kriegstein, 2015). However, molecular mechanisms

that affect neuronal migration and modulate this trajectory diver-

gence, resulting in cortex folding, have not been found. More-

over, no mouse gene has yet been identified whose genomic or

global modification (rather than acute and local) favors folding

of the smooth mouse cortex.
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Figure 1. FLRT1 and FLRT3 Control Lateral Migration of Cortical Neurons

(A) Cortical region shown in (B) and source of cortical neurons shown in (C).

(B) X-gal staining of FLRT1-3 expression on coronal sections of E15.5 cortex from Flrt1-3lacZ/lx reporter lines. Cortical layers were identified by DAPI and

immunostained for Pax6 and Tbr2.

(C) Flrt1lacZ/+ cortical cultures at E15.5 (2 days in vitro), immunostained for FLRT3 (surface staining, green in merge), X-gal (for labeling Flrt1+ cells, red in merge),

and phalloidin. Yellow arrowheads/outlines indicate FLRT1/3 double-positive neurons.Magenta arrowheads/outlines show FLRT3 single-positive neurons.White

outlines show FLRT3-negative neurons.

(D) X-gal staining of coronal sections from E15.5 Flrt3 heterozygous (Flrt3lox/lacZ), Flrt3CKO and Flrt1/3DKO embryos. Areas in dashed rectangles are shownwith

higher magnification on the right. Normalized intensity plots are shown, obtained from the areas delineated with a dashed rectangle. Arrowheads indicate regions

containing cell clusters, and green boxes highlight lateral and red boxes mediolateral portions of the cortex at intermediate-caudal levels.

(E) Quantification of the intensity fluctuations in those portions of the neocortex; n = 3–5 mice/group, 2 sections/mouse; *p < 0.05, one-way ANOVA test with

Tukey’s post hoc analysis.

(legend continued on next page)
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Previously, we have established that genetic ablation in mice

of FLRT3, a member of the fibronectin leucine rich-repeat trans-

membrane protein (FLRT) family of cell adhesion molecules,

leads to altered distribution of pyramidal neurons during cortical

development, forming a repeated pattern of clusters along the

tangential axis (Seiradake et al., 2014). FLRTs have the unique

property of acting as adhesionmolecules by homophilic and het-

erophilic binding to Latrophilin proteins and as repellents by

binding to Unc5/Netrin receptors (Jackson et al., 2015, 2016; Ya-

magishi et al., 2011). Here we report that genetic ablation of

FLRT1 and FLRT3 leads to the development of macroscopic

cortical sulci during embryogenesis. Mechanistically, this pro-

cess happens independent of progenitor cell amplification.

Instead, we found that cortical neurons display reduced intercel-

lular adhesion, faster neuronal migration, and clustering along

the tangential axis, thereby leading to sulcus formation in the

normally smooth mouse neocortex. Our results suggest that

intercellular adhesion ofmigrating cortical neurons is a key factor

underpinning folding of the cerebral cortex.

RESULTS

FLRT1 and FLRT3 Control the Lateral Dispersion of
Pyramidal Neurons
Expression analysis of FLRTs in the developing cortex from em-

bryonic day 13.5 (E13.5) to E17.5 (Figures 1A and 1B and Figures

S1A–S1C and S1F) revealed a partial overlap between FLRT1

and FLRT3 in both the intermediate zone (IZ) and cortical plate

(CP), whereas FLRT2 was confined to the CP. In cultures of

dissociated cortical neurons fromE15.5 embryos, approximately

30% were FLRT3-positive, and, among those, 35% co-ex-

pressed FLRT1 (Figure 1C). This finding was consistent with a

molecular identity analysis from the E15.5 mouse cortex that

also revealed strong enrichment of both FLRT1 and FLRT3 in

migrating upper cortical neurons among other cell types (Figures

S1D and S1G). To investigate whether FLRT1 plays a role in py-

ramidal neuron migration, possibly in a functionally redundant

fashion with FLRT3, we generated double knockout mice lacking

FLRT3 in developing neurons and progenitors and FLRT1 in

all cells (Flrt1�/�;Flrt3lox/lacZ;Nestin-Cre mice; in short, Flrt1/3

double knockout [DKO]) and compared them to the respective

single mutants (Flrt3lox/lacZ;Nestin-Cre; in short, Flrt3 conditional

knockout [CKO], and Flrt1 knockout [KO] mice). In agreement

with our previous work (Seiradake et al., 2014), we found that

FLRT3-deficient (b-galactosidase [b-gal]+) neurons in Flrt3

CKOs showed abnormal cell clustering in the lateral portion of

the neocortex within the lower CP (Figures 1D and 1E; Fig-

ure S1I). Interestingly, this cell clustering effect was enhanced

in Flrt1/3 DKO compared with Flrt3 CKO mice, extending into

medial and caudal regions of the cortex (Figures 1D–1F; Fig-

ure S1J; data not shown). To analyze the distribution of b-gal+

neurons, we calculated the normalized intensity profile of the

X-gal staining in the lower half of the cortical plate (dashed

region, Figure 1D), which revealed extended fluctuations in the

density of Flrt1/3 DKO neurons compared with Flrt3 CKO and

Flrt3 heterozygous neurons (Figure 1E). To test whether the

repeated pattern of cell clusters extended to the upper CP, we

performed a distance-based clustering analysis, using as input

the coordinates of X-gal-positive neurons populating the upper

CP. We observed clustering of neurons in the upper CP of

Flrt1/3 DKO following a pattern of approximately 75- to 120-

mm intervals, in line with the pattern present in the lower CP (Fig-

ures 1G and 1H). This suggests that the altered localization and

clustering of cells in the Flrt1/3 DKO extended into the upper CP,

where cells normally spread laterally to form cortical layers.

Taken together, these results indicate partially redundant roles

of FLRT1 and FLRT3 in controlling the tangential distribution of

pyramidal neurons during cortical development.

Flrt1/3 CKO Mice Develop Cortical Sulci
Upon further inspection of Flrt1/3 DKO embryos, we found that,

in 33% of the cases, the clustering of upper CP neurons at

E15.5 correlated with the formation of an incipient sulcus in the

otherwise smooth mouse neocortex (Figure 2A; Figures S2A

and S2B). These cortical sulci developed on the lateral side of

the cortex from intermediate to caudal levels where the repeated

pattern of neuronal clusters was present in mutant embryos (Fig-

ures 2B and 2C), suggesting that these processes were causally

linked. At later stages of cortical development (E17.5), cortical

sulci were found in Flrt1/3 DKO embryos, with a similar pene-

trance of 31% (Figure S2C). They showed considerable pheno-

typic variability between embryos, ranging from shallow to

deep sulci that were easily visible in intact brains after removal

of the meninges (Figures 2D and 2E).

Because cortical folding is not a random process but, rather,

forms stereotyped patterns in gyrencephalic species (Borrell

and Reillo, 2012), we determined the spatial distribution of sulci

at E17.5. We used a kernel density estimator based on the loca-

tion of sulci in coronal sections and plotted it onto a 3D mouse

brain template. This analysis revealed that the left hemisphere

had a higher probability of developing sulci and that they were

mostly located between the perirhinal and postrhinal cortices

of themouse, close to the rhinal fissure (Beaudin et al., 2013; Fig-

ure 2F; Movie S1). In contrast, the right hemisphere developed

sulci in rostro-medial cortical regions where clusters were not

visible, suggesting that other mechanisms might also participate

(F) 3D mouse brain (template from the Allen Mouse Brain Atlas) with cortical areas displaying cell clustering in Flrt3 CKO (green area) and Flrt1/3 DKO (blue area)

at E15.5.

(G) X-gal staining of coronal sections from E15.5 Flrt3 heterozygous and Flrt1/3 DKO embryos. Cell clusters in the upper CP were identified based on the position

of individual X-gal+ neurons (areas in dashed rectangles are shown with higher magnification on the right) using a distance-based clustering method (a cluster

was defined as a minimum of 25 cells spaced less than 20 mm). Cluster identification is as follows. Neuron clusters in Flrt1/3 DKO embryos are marked with

different colors (red, green, and blue; ‘‘Clus’’), and centroids of each cluster (cnt) are shown in the same color. Neurons that are not clustered are colored in gray.

(H) Quantification of the number of clusters and the distance between them from the data shown in (G); n = 3–5mice/group; ***p < 0.001, unpaired Student’s t test.

Whiskers in the box plot represent minimum andmaximum. The data are presented as mean ± SEM. Scale bars represent 150 mm (B), 14 mm (C), 300 mm (D), and

50 mm (G).
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in this process (Figure 2G; Movie S1). The variability in sulcus

locationmay have to do with the absence of gene expressionmi-

crodomains. These structures play an important role in the gen-

eration of gyri/sulci at specific locations and are present in the

developing cortex of gyrencephalic species such as the ferret

but not in the lissencephalic mouse (de Juan Romero et al.,

2015). Sulci were also found in postnatal stages of Flrt1/3 DKO

mice (penetrance, 24%) (Figure 2H; Figures S2D and S2E),

indicating that these were not transient embryonic structures.

The examination of single mutant brains revealed that Flrt1 KO,

but not Flrt2 or Flrt3CKO, brains showed sulcus formation, albeit

with lower penetrance (12%–16%; Figures S2C and S2D). In

addition, Flrt2/3 DKO brains rarely showed sulcus formation

(1 in 13), suggesting that Flrt1 plays amajor role in the phenotype

(Figures S2C and S2F). The morphologies of the sulci in Flrt1 KO

brains were comparable with those observed in Flrt1/3 DKO

brains (Figure S2G), suggesting that the underlying mechanisms

were similar. These results indicate that FLRT1 and FLRT3

have partially redundant functions in the formation of a smooth

neocortex.

Cortical Sulci Develop Independent of Cell Proliferation
As a first step toward understanding the mechanism involved in

sulcus formation in Flrt1/3 DKO brains, we analyzed cell prolifer-

ation in brain sections at different stages of cortical development

by quantifying the numbers of apical (Pax6+) and basal (Tbr2+)

progenitors (Englund et al., 2005). We also stained for the phos-

phorylated forms of vimentin (Pvim) and histone H3 (PH3) that

label dividing radial glial (RG) and mitotic cells, respectively

(Pilz et al., 2013). We did not find significant increases in mitotic

and dividing RG cells in mutant embryos at different develop-

mental stages and in different rostro-caudal regions, except for

a small increase in intermediate cortical regions at E13.5 (Figures

3A–3C; Figures S3A–S3L). Moreover, the proportion of mitotic

cells in basal versus apical germinal layers was unchanged in

Flrt1/3 mutant brains (Figure 3D; Figures S3D, S3H, and S3L),

and the numbers of dividing basal RG cells were less than 5%

in all experimental groups (data not shown). Quantification of

total cell nuclei (stained with DAPI), Pax6+ and Tbr2+ progenitor

cells, and short pulses of BrdU did not reveal significant in-

creases in Flrt1/3 mutant brains (Figure 3C; Figures S3C, S3G,

S3K, and S3M–S3Q), suggesting that cortical sulci develop inde-

pendent of changes in cell proliferation.

Next we explored alternative mechanisms underlying sulcus

formation, such as alterations in the RG fiber scaffold, basement

membrane formation, and Cajal-Retzius (CR) cell development.

Tracing of individual RG fibers in Flrt1/3 DKOs based on brain

lipid-binding protein (BLBP) staining showed that RG processes

located in sulcus areas reached the marginal zone (MZ), similar

to control regions, even when sulci were very deep (Figure 3E;

Figure S4A). The overall densities and lengths of RG processes

in sulcus areas did not differ from adjacent regions (Figure S4B).

The curvature index of RG processes was significantly higher in

sulcus areas because of the convergence of fibers at sulcal pits

(Figures 3E and 3F), similar to those reported in classic descrip-

tions of gyrencephalic species such as ferrets and monkeys

(Rakic, 1972; Smart andMcSherry, 1986). Remarkably, the basal

membrane was intact in seven of eight mutant brains (Figures

S4C and S4D), suggesting that these sulci were not the result

of neuronal ectopias as observed in cobblestone lissencephaly

(Devisme et al., 2012). Because CR cells originating from the

cortical hem (CH) express both FLRT1 and FLRT3 (Figures

S4E–S4G), we also explored whether loss of FLRT1/3 affected

CH-derived CR cell migration. We found that the distribution

and density of CR cells in theMZ of sulcus areas inmutant brains

appeared normal (Figure 3E), even in dramatic cases where the

MZ followed the depth of the sulcus (Figure S4A). These results

suggest that cortical sulci in Flrt1/3 DKOs are not the result of

alterations in RG scaffold, basal membrane formation, or CR

cell development.

FLRT1/3-Deficient Pyramidal Neurons Reach Upper
Cortical Layers Faster
Given the lack of strong alterations in progenitors and glial

cells, we next asked whether sulcus formation correlated with

changes in the migration and distribution of pyramidal neurons.

Cortical layering seemed well preserved in sulcus areas of

Flrt1/3 DKO compared with controls (Figure 3G), but layer thick-

ness was reduced, particularly in the lower CP (Figures S4H and

S4I), similar to those reported in gyrencephalic species such as

the ferret (Smart andMcSherry, 1986). Notably, the proportion of

Cux1+ neurons (Nieto et al., 2004) in the upper versus lower CP

was significantly higher in sulci with respect to adjacent areas

(Figures 3H and 3I). Similar results were obtained after bromo-

deoxyuridine (BrdU) pulse labeling of newborn pyramidal neu-

rons at E14.5 and analyzing their distribution in the CP at E17.5

Figure 2. Flrt1/3 CKO Mice Develop Cortical Sulci

(A) X-gal-stained serial coronal sections from the cortex of an E15.5 Flrt1/3 DKO embryo. Areas in dashed rectangles are shown with higher magnification on the

right. Dashed circles and arrowheads indicate prominent clustering of neurons in the upper CP, and horizontal dashed lines highlight incipient sulcus formation

(top) and a wavy surface of the upper CP (bottom).

(B) Twelve sections, rostral to caudal, of three Flrt1/3 DKO brains (rows 1–3) at E15.5 were analyzed for the presence of sulci (circles) or cell clustering (blue

squares).

(C) 3D representation of the data shown in (B).

(D) Coronal sections from two E17.5 Flrt1/3 DKO brains with different degrees of sulcus formation in the cortical plate (arrowheads). Sections were stained with

X-gal and nuclear fast red. Areas in dashed rectangles are shown with higher magnification on the right.

(E) Macroscopic sulci in an E17.5 Flrt1/3DKO embryo. The area in the dashed rectangle is shown with higher magnification on the right, and sulci are indicated by

arrowheads.

(F andG) Sulcus distribution in the left (F) and right (G) hemispheres of all E17.5 Flrt1/3DKO embryos. The color bar indicates a higher (blue colors) or lower (green-

white) density of sulci.

(H) P1 FLRT1 KO brain section stained with Cux1, Ctip2, and Foxp2. Areas in dashed rectangles are shown with higher magnification on the right.

Scale bars represent 300 mm (A), 500 mm (D), 1 mm (E), and 2.4 mm and 0.4 mm (H).
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(Figures S4J and S4K). These results suggested that either

FLRT1/3-deficient pyramidal neurons migrated faster through

the cortical plate, thereby causing sulcification, or that sulcifica-

tion provided a shorter migration distance compared with non-

sulcus areas, resulting in a higher proportion of cells in the upper

CP. Given that only a portion of migrating neurons expressed

FLRT proteins, we next analyzed the distribution of FLRT3-defi-

cient (b-gal+) neurons and compared non-sulcus areas of Flrt1/3

DKOs with controls. We found that the proportion of cells in

the upper CP was higher in Flrt1/3 DKOs (Figures 3J and 3K).

These results suggest that FLRT1/3-deficient pyramidal neurons

migrate faster through the cortical plate than FLRT1/3-express-

ing neurons.

Lack of FLRT1/3 Increases Migration Speed
To obtain direct evidence for changes in the migration speed of

cortical neurons, we performed live imaging of embryonic

cortices ex vivo. Control and Flrt1/3 DKO brains were sliced

and imaged 48 hr after electroporation with pCAG-CRE and

the Cre reporter pCALNL-DsRed to visualize migrating cells.

This approach (Cre electroporation into Flrt1/3 DKO embryos)

was chosen over Cre electroporation into Flrt1�/�Flrt3lox/lox

brains because the latter approach did not reliably induce sulci

compared with control brains, presumably because of the low

abundance of electroporated cells (data not shown). A caveat

of the former approach was that only a subset of Cre reporter-

positive cells expressed FLRT proteins because these brains

also contain many non-FLRT-expressing cells (Figure 4A; Fig-

ures S5A and S5B). Hence, a large proportion of Cre reporter-

positive cells in Flrt1/3 DKO brains were not directly affected

by the Flrt1/3 mutations, thereby potentially masking subtle de-

fects. Individual Cre reporter-positive neurons entering the CP

from the IZ were tracked and processed using a custom Python

algorithm that allowed us to quantify migration parameters and

to color-code portions of each track based on migration speed

(Figure 4B). Overall, Cre+ cells in Flrt1/3 DKO neurons displayed

parallel and straight paths (Figure S5C), except in rare cases

when migrating through a forming sulcus, where they displayed

convergent paths (Figure S5D; Movie S2). Similar to controls,

Cre+ neurons exhibited the stereotypic RG-based locomotor

pattern with high speeds (>32 mm/h) in the middle of the CP

and decreasing speeds toward the upper CP (Kawauchi, 2015;

Tabata and Nagata, 2016; Figure 4C). Given that Cre+ cells in

Flrt1/3 DKO neurons showed trends toward higher maximum

speed and acceleration, we analyzed their speed profiles. These

results revealed an increased proportion of high-speed seg-

ments (>58 mm/h) in Flrt1/3 DKO compared with control brains

(Figure 4D; Figures S4E and S4F). Plotting the relative fre-

quencies of the maximum migration speeds revealed that the

fraction of cells reaching >70 mm/h was significantly increased

in Flrt1/3 DKO brains compared with controls (19% versus

12%) (Figure 4E). These results suggest that Flrt1/3mutant neu-

rons reached higher speeds more often than control neurons.

To assess the morphologies of individual Flrt1/3 mutant neu-

rons, we sparsely labeled Flrt1/3 DKO neurons in an otherwise

control background by introducing Cre and a Cre reporter into

Flrt1�/�Flrt3lox/lox brains using the Supernova system, which

makes use of a leaky Tet promoter driving Cre expression in

few cells (Mizuno et al., 2014; Figure 4F). The general complexity

of mutant neurons populating the lower CP appeared similar to

those observed in control sections, as assessed by Sholl anal-

ysis (data not shown). When categorizing the neurons according

to increasing maturity into multipolar, unipolar and bipolar neu-

rons, and ‘‘bipolar branched’’ morphologies (Figure 4F), we

observed a significant shift toward immature morphologies in

the upper CP of Cre-induced Flrt1/3 mutant neurons compared

with controls (Figure 4G). Thus, ablation of FLRT1/3 increases

the abundance of immature neurons in the upper cortical plate.

Modeling Clustering and Speed Profiles of Flrt1/3 DKO
Neurons
So far our analysis suggested a model in which increased migra-

tion speeds of Flrt1/3mutant neurons and/or the formation of cell

clusters in theCP could be causal to sulcus formation (Figure 5A).

To test this hypothesis, we performed data-driven computa-

tional modeling of neurons migrating through the CP. We took

the following points into consideration. Both FLRT3 gain- and

loss-of-function experiments in vivo revealed a repeated pattern

Figure 3. Pyramidal Neuron Distribution, but Not Cell Proliferation, Is Changed in Sulcus Areas

(A and B) E13.5 cortices from intermediate (A) and rostral, caudal regions (B) of control and Flrt1/3 DKO embryos were labeled for the neuronal progenitors Pax6

(blue) and Tbr2 (white), mitotic cells (PH3, red), and dividing RG cells (Pvim, green). Areas in dashed rectangles in (A) are shown with higher magnification on

the right.

(C) Quantification of the data shown in (A) and (B) (n = 3–4 mice/group). ***p < 0.001, unpaired Student’s t test.

(D) Proportion of basal mitotic cells (PH3) (n = 3–4 mice/group; no significant changes between groups, unpaired Student’s t test).

(E) Flrt1/3 DKO section immunostained for BLBP (white), calretinin (green), and DAPI (blue). The area in the dashed rectangle is shown with higher magnification

on the right. White dashed lines delineate sulci, and yellow dashed lines show the margins of the MZ where calretinin+ CR cells are located. Single traced RG

processes are colored in magenta (in the sulcus region) or green (adjacent areas).

(F) Quantification of the curvature index of traced fibers shown in (E). n = 7 adjacent fibers, n = 8 sulcus fibers. *p < 0.05, unpaired Student’s t test .

(G) E17.5 Flrt1/3 DKO cortex immunostained for upper (Cux1, green) and deeper-layer (Tbr1, red) neurons and DAPI (blue).

(H) Sulcus and adjacent region from an E17.5 Flrt1/3DKO section immunostainedwith Cux1 (white). Cux1+ cells in the upper CP are highlighted in light green, and

Cux1+ cells still migrating in the lower CP are highlighted in dark green.

(I) Quantification of the data shown in (H) (n = 12 sections from a total of 5 mutant brains). **p < 0.01, one-way ANOVA test with Tukey’s post hoc analysis.

(J) X-gal staining of coronal sections from E15.5 Flrt3 heterozygous and Flrt1/3 DKO embryos. The CP was subdivided into upper and lower CP (Figure S1I). The

coordinates of X-gal precipitates (the red rectangle is shown with higher magnification on the right) were plotted as circles colored cyan (upper CP) and blue

(lower CP).

(K) Quantification of the data shown in (J).

lCP, lower cortical plate (lCP). The data are represented as mean ± SEM. Scale bars represent 400 and 150 mm (A), 400 mm (B), 600 and 100 mm (E), 500 mm (G),

90 mm (H), and 120 mm (J).
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of cell clusters (Seiradake et al., 2014; Figure 1), which can be

modeled as sine equations (Figure 5B). FLRTs act as cell adhe-

sion molecules. This was shown for FLRT3 overexpression on

cell clustering in vivo (Seiradake et al., 2014) and for FLRT-medi-

ated cell aggregation in vitro (Figures S6A and S6B). The effects

of Flrt1/3 ablation on cell clustering in vivo are likely non-cell

autonomous and may be the result of repulsive interactions

with surrounding cells. Based on these considerations, we es-

tablished two rules for the computational model: the sine equa-

tion modeled from gain-of-function experiments reflected the

attraction forces of FLRT1/3+ neurons, and the sine equation

from loss-of-function experiments represented the repulsion

forces that FLRT1/3+ neurons are exposed to from surrounding

cells. We distributed particles representing FLRT1/3-positive

and -negative cells in a 2D grid, keeping equal distances and ho-

mogeneous distributions as observed in Flrt1/3 heterozygous

control sections. Particles representing FLRT1/3+ neurons

showed attraction between them (first rule), whereas surround-

ing particles elicited repulsion toward them (second rule) (Fig-

ure 5C). To analyze the behavior of the particles during move-

ment, particles were set to move along the z axis, and both

speed and attraction-repulsion forces were random within a

small range (ε) to mimic the fluctuations present in biological sys-

tems (Wilkinson, 2009). The attraction force was modulated by

changing its amplitude and phase with respect to the repulsive

force, which was kept constant under all conditions to reflect

FLRT1/3 gain- and loss-of-function experiments (Figure S6C).

Kernel distribution and minimum neighbor analysis of particles

representing FLRT1/3+ neurons showed homogeneous distribu-

tion of particles when attraction and repulsion forces were

balanced (Figures 5D and 5E). In contrast, particle clustering

was observed when the attraction between particles was either

high or low (Figures 5D and 5E; Figure S6D), which was consis-

tent with the formation of neuronal clusters when FLRT1/3 were

overexpressed or downregulated in vivo. Interestingly, the distri-

bution of particles in the z axis was also influenced by attraction

and repulsion forces. Under both high and balanced attraction

conditions, the particles formed a smooth surface after moving

along the z axis. Conversely, the low attraction paradigm re-

sulted in a wavy surface because of an increased proportion of

particles moving with high speed, reminiscent of the live imaging

experiments with Flrt1/3 DKO sections (Figures 5F and 5G).

Taken together, the low attraction paradigm of the computa-

tional model matched the experimental observations with

Flrt1/3 DKO mice rather well by generating particle clusters,

increasing particle migration speed, and producing a wavy sur-

face area.

FLRT Expression in Gyrencephalic Species
Given that FLRT1/3 ablation promoted sulcus formation in the

normally smoothmouse neocortex, we set out to analyze endog-

enous FLRT1/3 expression in gyrencephalic species such as

ferret and human. We hypothesized that FLRT1/3 expression

levels may be generally low in gyrencephalic species to permit

folding or relatively less abundant in sulcus than in gyrus areas.

The ferret cortex is nearly lissencephalic at birth and undergoes

complex and stereotyped postnatal folding (Reillo et al., 2011;

Smart andMcSherry, 1986).We analyzed ferret FLRT1/3 expres-

sion prior to morphological distinction of the prospective splenial

gyrus and its adjacent lateral sulcus because previous studies

have successfully identified genes involved in cortical folding in

these regions (de Juan Romero et al., 2015; Figure S6E). In situ

hybridization (ISH) for Flrt1/3 revealed that both genes were

mainly expressed in the CP, ISVZ, and OSVZ and, to a lesser

extent, in the IZ at post-natal day 0 (P0) and P6 (Figures 6A

and 6B; Figures S6F and S6G). Quantification of the expression

levels revealed that both FLRT1 and FLRT3 were significantly

less abundant in the cortical area that will form the lateral sulcus

compared with the splenial gyrus (Figures 6C and 6D).

To study FLRT expression in human embryos, we used RNA

sequencing (RNA-seq) data from three different sources.We first

compared mouse FLRT1 and FLRT3 mRNA expression levels in

E14 neocortex (subdivided into medial and lateral portions;

(Wang et al., 2016) with RNA-seq data from human embryonic

cortex at 12–19 post –conception weeks (pcw) (http://www.

brain-map.org) normalized to the housekeeping gene GAPDH

(Figures S6H and S6I). There were consistently higher levels in

mouse cortex compared with a number of different cortical re-

gions in human samples. Second, we analyzed mouse and hu-

man FLRT1 and FLRT3 normalized toGAPDH in different cortical

layers (Fietz et al., 2012; Figures 6E and 6G). The abundance of

mouse FLRT1 and FLRT3 mRNAs in the SVZ region ranged be-

tween 24%–49%of GAPDH,whereas the levels of human FLRT1

and FLRT3 ranged between 1%–3%of GAPDH (the human ISVZ

Figure 4. Faster Speed Profiles of Flrt1/3 DKO Neurons

(A) Flrt1/3DKO embryos were electroporated at E13.5 with pCAG-Cre and the pCALNL-DsRed reporter plasmid (red staining; Figure S5). Yellow andwhite boxes

indicate double dsRed/Flrt3+ and single dsRed+ cells, respectively.

(B) Time-lapse analysis of electroporated neurons migrating into the cortical plate in cultured E15.5 cerebral cortex slices. Migrating neurons were tracked

(colored lines, top) and color-coded based on speeds in individual segments (bottom).

(C) Average speed profiles normalized to CP length of Flrt1/3 DKO and littermate control embryos (from >400 tracked neurons).

(D) Color-coded speed profiles of >400 tracked neurons in controls and Flrt1/3DKO embryos normalized to total migration distance. Speeds higher than 58 mm/h

are highlighted in yellow on the right.

(E) Maximum speed frequency distribution of all tracked neurons in controls and Flrt1/3 DKO embryos. Dashed rectangles indicate low (blue) and high (yellow)

speed profiles, and their fraction is shown on the right. *p < 0.05, chi-square contingency analysis.

(F) Sparse cell labeling via electroporation at E13.5 of the Supernova vector system into either Flrt1�/�;Flrt3lx/lx (mutant) or Flrt1+/�;Flrt3lx/+ (control) littermates.

At E16.5, Cre+ neurons were imaged and categorized according to their degree of maturity into multipolar, uni/bipolar, or bipolar branched phenotypes (example

images are shown). The upper third portion of the CP was designated as upper CP based on the staining of Cux1 (top, green) and Ctip2 (bottom, red) markers.

(G) Abundance of each category of neurons in the lower and upper CP of mutant and control brains (representative images are shown; >150 neurons/group,

*p < 0.05, chi-square contingency analysis).

IUE, in utero electroporation. The data bars are represented as mean ± SEM. Scale bars represent 50 mm (B) and 200 mm (F).
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Figure 5. Computer Modeling Matches Flrt1/3 DKO Experimental Observations

(A) Hypothetical model of sulcus formation in Flrt1/3 DKO brains. In the wild-type (WT), Flrt1/3+ neurons show homogeneous distribution while migrating through

the CP at E15.5 and form a uniform layer in the upper CP at E17.5. Loss of FLRT1/3 induces cell clustering in the lower and upper CP, creating imbalanced tension

forces, and loss of adhesion may increase tissue elasticity, ultimately leading to sulcus formation.

(B) FLRT1/3 overexpression (GOF, B’) or ablation (LOF, B’’) alters the attraction-repulsion balance, resulting in the formation of neuronal cell clusters, which can

be modeled as sinus equations. The graphs depict experimental data (black) and sinus fit (colored). The scale bar represents 40 mm.

(C) Scheme illustrating how particles representing FLRT1/3-positive (blue) and -negative neurons (red) are arranged. Blue particles show attraction between

them. Red particles repel blue particles. Both attraction and repulsion forces are based on the sinus equation modeled (B). ε represents noise added to the

system.

(D) Distribution of particles representing FLRT1/3+ neurons after computer simulations with high, balanced, or low attraction forces. The colored lines indicate a

higher (magenta) or lower (cyan) density of particles based on their kernel distribution.

(E) Minimum neighbor distance of particles shown in (D). n = 10 computer simulations comprising 480 particles. ***p < 0.001, one-way ANOVA test with Tukey’s

post hoc analysis.

(F) Distribution of particles on the z axis after computer simulations. Note that both high and balanced attraction conditions result in a uniform surface, whereas

low attraction conditions produce a wavy surface after computer simulations.

(G) Frequency distribution of speed profiles of particles shown in (F). Rectangles indicate low (plain) and high (pattern) speed profiles, and their relative fractions

are shown on the right. **p < 0.01, ***p < 0.001, chi-square contingency analysis.

The data are represented as mean ± SEM.
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and OSVZ were combined). Relatively higher levels of mouse

FLRT1 and FLRT3 were also seen in the CP. Higher levels of

mouse FLRT1, but not FLRT3, were seen in the VZ. Normalizing

FLRT1 and FLRT3 expression to another housekeeping gene

(PGK1) gave similar results (Figures S6J and S6L). Third, we

compared FLRT1/3 expression in apical and basal RG and

migrating neurons in human and mouse (Florio et al., 2015; Fig-

ures 6F and 6H; Figures S6K and S6M). FLRT1 and FLRT3

expression in the mouse was highest in migrating neurons and

basal RG cells, which are the mouse homologs of the outer RG

cells found in gyrencephalic species (Borrell and Götz, 2014).

Notably, FLRT1/3 levels in these cells were much higher in

mouse than in human cortex. Given the high levels of FLRT1/3

in basal RG cells, we also asked whether the fraction of pvim-

positive cells that display a basal radial glia-like morphology

was altered in the FLRT1/3 DKO mice. This was not the case

(Figures S6N andS6O), providingmore evidence for lack of basal

radial glia involvement in the FLRT KO phenotype. Overall, these

results revealed an inverse correlation between the presence

of cortical folds/sulci and FLRT1/3 levels. Thus, the human

neocortex expresses lower levels of FLRT1/3 compared with

the mouse neocortex, and, in the ferret cortex, FLRT1/3 expres-

sion levels are less abundant in prospective sulcus than in gy-

rus areas.

DISCUSSION

In this study, we have identified FLRT1 and FLRT3 adhesionmol-

ecules as regulators of mammalian cortex folding. Genetic abla-

tion of Flrt1/3 in mice resulted in the formation of macroscopic

cortical sulci that were maintained post-natally. These anatom-

ical changes did not require progenitor cell amplification but,

rather, correlated with changes in the behavior of migrating

cortical neurons. Lack of FLRT1/3 reduced intercellular

C D

E GF H

A B

Figure 6. Low Endogenous Levels of FLRT1 and FLRT3 in a Future Sulcus Area of Ferret Cortex and in Specific Layers of Human Cortex

(A and B) ISH for FLRT1 (A) and FLRT3 (B) in sagittal sections of ferret cortex at P0. Regions marked by dashed rectangles delineate a prospective lateral sulcus

(Sulcus) and splenial gyrus (Gyrus) and are shown with higher magnification on the right. The scale bars represent 1 mm.

(C andD) Intensity quantification of the images in (A) and (B) and Figures S6F and S6G, expressed as a ratio of sulcus/gyrus in different cortical layers at P0 and P6

(n = 3 separate ISH experiments for each group). *p < 0.05, unpaired Student’s t test.

(E–H) Comparison of FLRT1 and FLRT3 expression between mouse and human with sequencing data from Fietz et al. (2012) (GEO: GSE38805) and Florio et al.

(2015) (GEO: GSE65000). FLRT1 and FLRT3mRNAs are more abundant in mouse compared with human when comparing different germinal layers (E and G) and

specific cell types, including apical radial glia cells (aRG), basal radial glial cells (bRG), and migrating neurons (F and H).

FLRT sequencing data were normalized to housekeeping genes, including GAPDH (this figure) and PGK1 (Figures S6J–S6M). Whiskers in the boxplot represent

minimum and maximum; unpaired Student’s t test, **p < 0.01, ***p < 0.001, ****p < 0.0001.
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adhesion, enhanced neuron clustering along the tangential axis,

and mildly accelerated radial migration, resulting in a larger pro-

portion of immature neurons reaching the upper cortical plate

during late embryogenesis. These findings suggest that regula-

tion of intercellular adhesion of migrating neurons is critical for

sulcus formation in the cerebral cortex. Moreover, our expres-

sion analysis of FLRT1 and FLRT3 in gyrencephalic species re-

vealed an inverse correlation between FLRT1/3 levels and sulcus

formation, supporting amodel by which increased abundance of

FLRT1/3 levels during evolution led to the smoothing of an

ancestral folded cortex. Therefore, Flrt1/3DKOmice are an inter-

esting genetic model to study the cellular and molecular mecha-

nisms of cortex folding induced by migrating neurons indepen-

dent of progenitor amplification.

Mechanisms of FLRT1/3 Function
Flrt1/3DKOmice are a unique genetic mousemodel in which the

cortex is folded without increases in neurogenic progenitor cells

and basal radial glia. The lack of effects on neurogenic progeni-

tor cells in Flrt1/3 DKO is consistent with the lack of FLRT1/3

expression in apical or BPs (Figure 1; Figure S1; data not shown).

Previous work in lissencephalic mice linked the expansion of the

BP pool to gyrus formation (Florio et al., 2015; Ju et al., 2016;

Rash et al., 2013; Stahl et al., 2013; Wang et al., 2016). In the gyr-

encephalic ferret, cortical regions with abundant BPs are more

likely to develop into a gyrus than regions with fewer BPs (de

Juan Romero et al., 2015; Reillo et al., 2011). Ectopic expansion

of the BP pool in the ferret generates additional gyri (Masuda

et al., 2015; Nonaka-Kinoshita et al., 2013), and its reduction

has a stronger effect on cortical layering of gyri than sulci

(Toda et al., 2016). The absence of BP pool expansion and of in-

creases in neuron numbers in folded regions of Flrt1/3DKOmice

suggests that the folds do not represent radial expansions

and gyrus-like structures but, rather, furrows and sulcus-like

structures.

FLRT1 and FLRT3 regulate the tangential distribution of

cortical neurons. Lack of FLRT1/3 leads to transient neuron clus-

tering in the embryonic cortical plate, and this process is spatially

correlated with sulcus formation in early embryonic stages, sug-

gesting that the two events are causally linked. Linking cortical

folding to cell clustering and lowered intercellular adhesion

may not be without precedent. Overexpression of the homi-

noid-specific gene TBC1D3 in the mouse brain leads to cortical

folding and increased generation of basal progenitors (Ju et al.,

2016). TBC1D3-expressing cells show decreased levels of the

adhesion protein N-cadherin and exhibit a clustered distribution

reminiscent of cell clustering in Flrt1/3 DKO brains. Although the

authors of that study concentrated mainly on the link between

cell proliferation and cortex folding, our computational model

suggests that reduced intercellular adhesion and cell clustering

may be a salient feature of TBC1D3-induced cortex folding.

The horizontal layers of the mammalian cortex are organized

in cortical columns that contain closely related neurons. Clonal

studies of cortical migration show that, in rodents, cortical neu-

rons mostly migrate radially along a single parent RG fiber (Noc-

tor et al., 2001); however, in folded brains like those of the ferret

or macaque, migrating neurons show increased cellular dy-

namics and exploratory behavior, including increased lateral

dispersion (Kornack and Rakic, 1995; Ware et al., 1999), but

the mechanisms controlling this process are largely unknown.

Our findings suggest that neuron clustering along the tangential

axis in Flrt1/3 DKO mice resembles the lateral dispersion

observed in gyrencephalic species. This raises the interesting

possibility that the underlying mechanisms may be similar.

Neuron clustering in Flrt1/3 DKO mice is likely the result of

reduced intercellular adhesion, which alters the delicate balance

of adhesion/repulsion required for cell migration (Cooper, 2013;

Solecki, 2012). This conclusion is supported by our computa-

tional model, which shows that changes in the balance of adhe-

sion/repulsion alter the distribution of cells from a uniform salt-

and-pepper distribution to a clustered pattern. Hence, the

increased lateral dispersion of cortical neurons in gyrencephalic

brains may be the result of lowered intercellular adhesion.

The clustering mechanism alone is not likely to cause cortex

folding because other mouse models with altered tangential

neuron distribution do not show cortex folding (Dimidschstein

et al., 2013; Torii et al., 2009). Our findings suggest that Flrt1/

3 DKO mice combine neuron clustering with increased migra-

tion speed and that this combination underlies sulcus formation.

Similar to neuron clustering, increased migration speed may

also be caused by reduced intercellular adhesion. This is sug-

gested by our computational model, by previous mathematical

models (DiMilla et al., 1991; Zaman et al., 2005), and by exper-

imental studies (Lauro et al., 2006). A higher migration speed

may increase the intercalation of neurons in local areas of the

upper cortical plate (uCP), which, according to the radial inter-

calation hypothesis, increases tension and alters tissue elastic-

ity, leading to sulcus formation (Striedter et al., 2015). We also

find that the increased proportion of neurons reaching the upper

CP of Flrt1/3 DKO causes a shift toward more immature mor-

phologies. Indeed, previous studies have shown that improper

laminar position affects dendritic arborization of cortical neu-

rons (Morgan-Smith et al., 2014). Whether this also contributes

to sulcus formation will have to await further experimental

analysis.

Evolutionary Considerations
The finding that lack of FLRT1/3 favors sulcus formation in the

normally smooth mouse neocortex raised the question to what

extent FLRT1/3 proteins are relevant for regulating cortical

folding during evolution. Some studies suggest that the most

recent common mammalian ancestor was gyrencephalic (Lewi-

tus et al., 2014; O’Leary et al., 2013), and it was hypothesized

that several transitions from gyrencephaly to lissencephaly

occurred during mammalian evolution (Kelava et al., 2012; Lew-

itus et al., 2014). This conclusion is supported by the finding that

the marmoset, despite being a lissencephalic species, retains

neurogenic features characteristic of gyrencephalic neocortices

(Kelava et al., 2012). Although these studies point out that lissen-

cephaly has evolved from gyrencephaly, the mechanisms con-

trolling this process are not known.

Our results suggest that FLRT1/3 expression levelsmight have

participated in the transition from gyrencephaly to lissencephaly.

In the wild-type mouse brain, high expression levels of FLRT1/3

promote adhesion between neurons, resulting in coordinated

migration and little lateral dispersion, which favors the formation
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of homogeneous and smooth cortical layers. Conversely, the

absence of FLRT1/3 expression reduces adhesion between neu-

rons, allowing them to acquire wide dynamic migratory profiles

and a lateral distribution, which are features characteristic of

neurons in the ferret at the onset of cortical folding (Gertz and

Kriegstein, 2015). Interestingly, the gyrencephalic human

neocortex expresses much lower levels of FLRT1/3 compared

with the lissencephalic mouse neocortex, and regions in the

ferret neocortex undergoing sulcus formation have lower levels

of FLRT1/3 compared with regions developing into a gyrus.

Notably, this markedly distinct expression pattern was mainly

seen in the OSVZ, which is a key layer involved in cortical

folding of gyrencephalic species (Borrell and Götz, 2014; Lui

et al., 2011).

Our findings thus unraveled FLRT1/3 as key factors involved

in the regulation of cortical migration and sulcus formation.

Manipulations of their expression levels have a profound effect

on the coordination of cortical migration and lateral dispersion

of neurons, which, in turn, influences cortical folding. This

scenario provides molecular and cellular insights into the evolu-

tion of neuronal migration from gyrencephalic to lissencephalic

species.
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SUMMARY

How can cells sense their own size to coordinate
biosynthesis and metabolism with their growth
needs? We recently proposed a motor-dependent
bidirectional transport mechanism for axon length
and cell size sensing, but the nature of the motor-
transported size signals remained elusive. Here, we
show thatmotor-dependentmRNA localization regu-
lates neuronal growth and cycling cell size. We found
that the RNA-binding protein nucleolin is associated
with importin b1 mRNA in axons. Perturbation of
nucleolin association with kinesins reduces its levels
in axons, with a concomitant reduction in axonal
importin b1 mRNA and protein levels. Strikingly,
subcellular sequestration of nucleolin or importin
b1 enhances axonal growth and causes a subcellular
shift in protein synthesis. Similar findings were
obtained in fibroblasts. Thus, subcellular mRNA
localization regulates size and growth in both neu-
rons and cycling cells.

INTRODUCTION

Cell size homeostasis is one of the most fundamental aspects of

biology, with distinct size ranges for individual cell types (Ginz-

berg et al., 2015). Growing cells must match transcriptional

and translational output to their size change needs, but the

mechanisms underlying such coordination are largely unknown

(Marguerat and Bähler, 2012). Neurons exhibit the greatest size

differences of any class of cells, having process lengths ranging

from a few microns in central interneurons to meters in large

mammals. Embryonic neuron growth rates vary according to

the distances they must travel at different stages of elongating

growth in the embryo (Lallemend et al., 2012). Moreover, axonal

lengths impose a significant delay between transcription and

biosynthesis in the cell body and delivery of the components

necessary for growth and maintenance to the axon. How then

can large cells such as neurons coordinate between their tran-

scriptional and metabolic output to the growth and maintenance

needs of differently sized axonal arbors?

Most studies of neuronal growth have focused on extrinsic in-

fluences, such as neurotrophic factors secreted by adjacent or

target cells (Harrington and Ginty, 2013). Intrinsic regulation of

neuronal growth has been reported in different neuronal sub-

types (Albus et al., 2013), but the underlying mechanisms are

largely unknown. The large dimensions of a growing neuron

require active transport by molecular motors for transfer of

signals between neurites and cell body. In previous work, we

examined the possibility that molecular motor-based signaling

might allow distance sensing between cell center and axon end-

ings on a continuous basis, enabling regulation of axon growth

rates. Computational modeling directed our attention to a bilat-

eral mechanism with regulatory feedback (Rishal et al., 2012).

In this model, a cell body signal is anterogradely transported

by kinesin motors to the neurite end, where it activates dynein-

mediated retrograde transport of another cargo to the cell

center. The retrograde signal then represses the original an-

terograde entity, thus periodically resetting the system and

generating an oscillating retrograde signal, with frequencies

that decrease as a function of increasing cell length. Simulations

show that reductions in anterograde or retrograde signals in this

model cause a slowing in the rate of frequency decrease with

time in the system. If growth rates are correlated with retrograde

signal frequency, this leads to the counter-intuitive prediction

that reducing either anterograde or retrograde signals should

lead to increased axon lengths in both cases. We confirmed

this prediction for specific kinesins and for dynein heavy chain

1 in adult sensory neurons and in mouse embryonic fibroblasts

(Rishal et al., 2012), demonstrating a role for microtubule-bound

motors in cell size sensing and growth control. However, the na-

ture of the motor-transported size signals remained unknown.
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Here we identify RNA localization and localized protein transla-

tion as critical aspects of motor-dependent size sensing. We

show that depletion of the nuclear import factor importin b1

from axons by a 30 UTR knockout (KO) or by sequestration of

nucleolin, an RNA-binding protein (RBP) involved in importin b1

axonal localization, enhances neuronal outgrowth, concomi-

tantly with a subcellular shift in protein synthesis. Similar pertur-

bations affect the morphology and size of fibroblasts in culture.

Thus, the subcellular localization of nucleolin-associated

mRNAs regulates cell size and growth control mechanisms.

RESULTS

Increased Axonal Growth Rates in Sensory Neurons
Lacking Axonal Importin b1
To identify participants in motor-dependent cell length sensing,

we screened a number of mouse mutants for increased axonal

outgrowth of adult sensory neurons in culture. We crossed

candidate mouse lines to Thy1/yellow fluorescent protein (YFP)

mice (Feng et al., 2000) to allow live imaging of growing neurons.

Calculation of ongoing growth rates from such experiments

confirmed previous observations (Rishal et al., 2012) that the

Loa point mutation in dynein heavy chain 1 (Dync1h1) induces

a significantly higher axonal growth rate in heterozygous sensory

neurons (Figures S1A and S1B). A similar result was observed for

sensory neuron cultures from a mouse with a 30 UTR deletion in

importin b1. The importin b1 30 UTR�/� mouse revealed subcel-

lular depletion of importin b1 protein from sensory axons with no

change in neuronal cell bodies (Perry et al., 2012). Strikingly,

YFP-labeled importin b1 30 UTR�/� neurons revealed signifi-

cantly higher axon growth rates than neurons from wild-type

(WT) littermates (Figures 1A and 1B). Moreover, quantification

of axon lengths in vivo during the normal elongating phase of

development revealed �35% more axon growth in the mutants

than in WT littermates at embryonic day (E11.5) (Figures 1C

and 1D). We further confirmed specific axonal reduction of im-

portin b1 in growing sensory axons from adult KO mice (Figures

1E–1G). These findings suggest that the subcellular localization

of importin b1 plays a role in setting neuronal growth rates

both in vitro and in vivo.

Previous work had demonstrated local translation of importin

b1 in sensory axons upon nerve injury (Hanz et al., 2003; Yudin

et al., 2008). To test whether importin b1 also might be locally

translated in the axons of actively growing neurons, we took

advantage of the RiboTag transgenic mouse model (Sanz

et al., 2009) to examine endogenousmRNA interaction with ribo-

somes. We crossed RiboTag and Islet1-Cre mice to generate

HA-tagged ribosomes in sensory neurons, and we verified

neuron-specific expression of the HA tag in dorsal root ganglia

(DRG) cultures (Figure S1C). HA-tagged ribosomes were present

in axons and axon tips of growing sensory neurons (Figures 1H

and S1C). Axon and cell body extracts from compartmentalized

cultures were subjected to HA immunoprecipitation followed by

qPCR for ribosome-associated RNAs. Ribosome immuno-

precipitation was confirmed by qPCR for 18S RNA (Figure 1I).

Importin b1 mRNA was found to be associated with ribosomes

in both cell body and axonal compartments (Figure 1I), support-

ing its local translation in growing axons.

Locally translated importin b1 is retrogradely transported from

axon to soma by dynein in injured sensory neurons (Hanz et al.,

2003; Perry et al., 2012). To determine whether importin b1 also

is associated with dynein in growing axons, we used in situ prox-

imity ligation assay (PLA) (Söderberg et al., 2006) for direct visu-

alization of the association of endogenous proteins within

growing axons. Robust colocalization of importin b1 and dynein

was observed in growing axons (Figure 1J), with little or no back-

ground in single-antibody controls (Figure S1D). Association of

importin b1 and dynein also was confirmed by co-immunopre-

cipitation from axoplasm (Figure 1K). The influence of dynein

depletion on the subcellular distribution of importin b1 was

further assessed by capillary electrophoresis immuno-quantifi-

cation (Harris, 2015), showing reduced axonal and increased

soma importin b1 in Loa dynein mutant neurons (Figure S1E).

The small interfering RNA (siRNA)-mediated knockdowns of

Kif5A and Kif5B had a similar effect on importin b1 mRNA levels

in axons versus soma of compartmentalized neuron cultures

(data not shown). In this context, it is noteworthy that siRNA

knockdown of these two kinesins previously was shown to

induce axon lengthening in sensory neuron cultures (Rishal

et al., 2012).

Delineation of an Axon-Localizing Stem-Loop Motif in
Importin b1 30 UTR
Taken together, the above data show that importin b1 is present

in growing axons as mRNA in association with ribosomes and as

protein in association with dynein and that its subcellular removal

from axons enhances their growth. We therefore set out to iden-

tify the molecular determinants of axonal localization of importin

b1 mRNA. We used Mfold (Zuker, 2003) to predict secondary

structures between 793 and 1,148 nt of the importin b1 30 UTR,
which we previously had shown harbors the axon-localizing

element (Perry et al., 2012). Based on these predictions, we

then generated a series of deletion mutants within this

region as shown in Figure 2A, and we tested their capacity

to localize a destabilized GFP reporter construct upon

transfection of sensory neurons. Fluorescence recovery after

photobleaching (FRAP) experiments with these constructs

showed a loss of axon-localizing activity upon deletion of the

motif between 916 and 994 nt in the 30 UTR (Figures 2B–2D,

S2A, and S2B).

Secondary structure analyses for this region and adjacent

segments identified a predicted stem-loop motif of 34 nt span-

ning positions 991–1,024 (Figure 2B). This motif is hereby

designated as motif for axonal importin localization (MAIL).

Fluorescence in situ hybridization (FISH) showed that deletion

of MAIL removed axonal localization capacity of the importin

b1 30 UTR, while fusion of two MAIL sequences to the short

1–134 non-localizing variant of importin b1 30 UTR (Perry

et al., 2012) conveyed axon-localizing capacity (Figures 2E

and S2C). U-G mutations in the loop region of MAIL were

used to generate a mutant termed GMAIL (Figure 2B) that re-

vealed reduced axon-localizing activity (Figures S2D and

S2E). A combination of the GMAIL mutations with additional

mutations in the stem region generated a stem-and-loop

mutant completely devoid of localizing activity termed inactive

MAIL (IMAIL; Figure 2B). FISH and FRAP assays with reporter
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constructs comparing MAIL with these mutated motifs

confirmed specific MAIL-dependent axon localization in sen-

sory neurons (Figures 2E, S2D, and S2E). Comparisons of

importin b1 sequence from a diversity of mammalian species

revealed high conservation of the MAIL motif, especially in

the loop region (Figure S2F).

Identification of Nucleolin as a Binding Protein for the
Importin b1 30 UTR MAIL Motif
We then sought to identify RBPs that interact with the MAIL

motif. Pull-downs of bovine sciatic nerve axoplasm with

biotinylated RNA motifs revealed clear differences in the inter-

acting protein profile between MAIL and GMAIL (Figures 3A,

Figure 1. Increased Axonal Growth Rates in

Importin b1 Mutant Sensory Neurons

(A) Fluorescent images show cultured YFP-ex-

pressing DRG neurons from WT versus importin

b1 30 UTR-null mice at 48 hr in vitro. Scale bar,

100 mm.

(B) Quantification of time-lapse imaging of YFP-

expressing DRG neurons in culture. Images were

taken every hour in a Fluoview FV10i incubator

microscope. 3 3 3 montages of neighboring

acquisition sites were analyzed using ImageJ.

Longest neurite growth rates in these experiments

were 6.9 ± 0.6 mm/hr for WT versus 11.5 ±

0.9 mm/hr for importin b1 30 UTR�/� mice. Mean ±

SEM; n R 30 cells per experimental group;

*p < 0.05 for comparison of growth rates, one-way

ANOVA.

(C) Whole-mount neurofilament staining in E11.5

limbs in WT and importin b1 30 UTR�/� mice is

shown. Scale bar, 200 mm.

(D) Quantification reveals significantly longer total

neurite lengths at E11.5 in importin b1 30 UTR�/�

embryos than in WT littermates (n R 7; *p < 0.05,

Student’s t test).

(E) Western blot quantifications for importin b1 in

axon versus cell body compartments of sensory

neurons cultured for 48 hr in compartmentalized

Boyden chambers. A representative blot with the

same loading order is shown above the graph. WT

versus importin b1 30 UTR�/� neurons are shown.

Mean ± SEM; n = 3; *p < 0.05, Student’s t test.

(F) Electron micrographs show immunogold la-

beling for importin b1 on ultrathin monolayer

sections of cultured DRG neurons from WT and

importin b1 30 UTR�/� mice. Scale bar, 200 nm;

gold particle diameter, 10 nm.

(G) Quantification of immunogold labeling con-

firms reduced levels of importin b1 protein in

growing sensory axons of importin b1 30 UTR�/�

mice. Mean ± SEM; n R 50; ***p < 0.001, Stu-

dent’s t test.

(H) DRG neuron cultures from Islet-Cre RiboTag

mice were immunostained for the tagged ribo-

some epitope (HA), ribosomal RNA (Y10B), and

axonal tubulin (Tubb3). A representative axon tip is

shown. Scale bar, 5 mm. For additional images see

Figure S1C.

(I) Quantification of ribosomal 18S RNA (left) and

importin b1 mRNA (right) in HA-RiboTag pull-

downs from axonal and cell body compartments

from Islet-Cre RiboTag DRG neurons cultured for

96 hr in compartmentalized Boyden chambers.

RNA levels are quantified as fold change of levels in control pull-downs from WT cultures. Mean ± SEM; n = 4; *p < 0.05 and **p < 0.005, Student’s t test.

(J) Representative PLA images to identify importin b1-dynein complexes in DRG neurons grown for 48 hr in culture. After 48 hr the neurons were fixed and stained

for dynein and importin b1, followed by the PLA probes. Scale bar, 50 mm. See also Figures S1D and S1E.

(K) Co-immunoprecipation (coIP) of importin b1 with dynein from axoplasm. Immunoprecipitations were carried out with dynein IC74.1 intermediate-chain

antibody versus non-immunized mouse IgG.

See also Figure S1.
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S3A, and S3B). Tryptic digest and mass spectrometric analyses

identified the RBP nucleolin as a major MAIL-bound component

(Figures S3A–S3C). Nucleolin is a multifunctional protein that

contains four RNA-binding domains, and it is found in cells

both within the nucleus and at the plasma membrane (Abdel-

mohsen and Gorospe, 2012); hence, it is well placed to play a

role in signaling systems linking the cell center with its periphery.

Figure 2. MAIL, A Localization Motif for Im-

portin b1 mRNA

(A) Schematic diagram of segments from the

importin b1 30 UTR (GenBank: JX096837.1) eval-

uated for axon-localizing activity. Regions pre-

dicted to contain stem-loop secondary structures

are highlighted in red. The region between 1 and

134 nt encompasses the short form of importin

b1 30 UTR, which is restricted to the cell body.

The motif for axonal importin localization (MAIL)

is shown as a red stem-loop structure at

991–1,024 nt.

(B) Sequences and schematic structure pre-

dictions of the MAIL motif and two derived mu-

tants, GMAIL, with four U-G mutations in the loop

region as shown, and IMAIL, which carries the

GMAIL mutations together with additional muta-

tions in the stem region, are shown.

(C) Constructs containing deletions or fusions of

the MAIL motif as indicated were fused with a

destabilized myr-EGFP reporter and transfected

to sensory neurons for FRAP analyses, with re-

covery monitored over 20 min. Representative

images from time-lapse sequences before

(�2min) and after photobleaching (0 and 20min) in

the boxed region of interest are shown. For data

from additional constructs, see Figure S2A. Scale

bar, 25 mm.

(D) Quantification of the FRAP analyses shown in

(C). Average recoveries are shown (percentage of

pre-bleach levels ± SEM). Anisomycin-treated

neurons were exposed to 50 mM inhibitor prior to

the imaging sequence. Time points with significant

differences in axonal fluorescence compared to

that observed in anisomycin-treated cultures are

indicated (***p < 0.001 and **p < 0.01, two-way

ANOVA). For results with additional deletion con-

structs and anisomycin controls, see Figure S2B.

(E) In situ hybridization on neurons transfected

with the indicated constructs. Exposure-matched

images show that only GFP mRNA with the MAIL

element localizes into axons (right panel), while all

reporter mRNAs are clearly expressed in corre-

sponding cell body images (left panel). Scale bars,

25 mm (cell body) and 10 mm (axons). See also

Figure S2C.

See also Figure S2.

We verified the nucleolin-MAIL interac-

tion by pull-down of rat sciatic nerve

axoplasm with RNA probes encoding

MAIL, GMAIL, or the Zipcode motif of

b-actin mRNA (Kim et al., 2015) (Fig-

ure 3B). A reverse pull-down by immu-

noprecipitation of axoplasm with anti-nu-

cleolin antibody followed by RT-PCR for importin b1 or b-actin as

a control likewise confirmed specific association of neuronal

importin b1 transcript with nucleolin (Figure 3C). To test for a

direct interaction of importin b1 mRNA with nucleolin, we incu-

bated purified recombinant nucleolin with biotinylated MAIL,

IMAIL, or b-actin Zipcode RNA motifs, before precipitating

the complexes over immobilized streptavidin. Immunoblotting
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confirmed a direct and specific interaction of nucleolin with the

importin b1 MAIL motif (Figure 3D).

We next asked if nucleolin localizes to sensory axons. Immu-

nofluorescence revealed nucleolin in both cell bodies and axons

of proprioceptive sensory neurons in culture (Figure 3E) and in

axons of myelinated sensory neurons in vivo (Figure 3F). Both

these observations were confirmed by electron microscopy

(EM) immunogold labeling (Figure 3G). Immunostaining for

nucleolin protein concomitantly with FISH for importin b1

mRNA revealed extensive axonal colocalization (Figures 3H

Figure 3. Axonal Nucleolin Interacts with

the Importin b1 MAIL Motif

(A) Bovine axoplasm (10 mg/lane) was precipi-

tated on immobilized MAIL or GMAIL RNA motifs,

and eluted proteins were separated by 10% SDS-

PAGE. The gel region containing the major differ-

ential band is shown here and the complete gel is

shown in Figure S3A. Mass spectrometry analyses

identified nucleolin as the major unique MAIL-

bound component (Figures S3A–S3C).

(B) Western blot of nucleolin precipitated from rat

sciatic nerve axoplasm with MAIL, GMAIL, or

b-actin Zipcode RNA motifs. Precipitates were

separated on 10% SDS-PAGE, blotted onto

nitrocellulose, and probed with antibody against

nucleolin.

(C) Immunoprecipitation of 200 mg rat sciatic nerve

axoplasm samples with control IgG or anti-nucle-

olin antibodies followed by RT-PCR for importin b1

or b-actin mRNAs.

(D) Western blot of recombinant nucleolin precip-

itated with MAIL, IMAIL, or b-actin Zipcode RNA

motifs. Input was 1 mg recombinant nucleolin per

lane.

(E) Primary cultured rat sensory neurons immu-

nostained with antibodies against nucleolin (red)

and NFH (green), revealing nucleolin in both

neuronal cell bodies and axons. Scale bar, 20 mm;

right overlay panel scale bar, 10 mm.

(F) Sciatic nerve cross-sections immunostained

with antibodies against nucleolin (red) and NFH

(green), revealing nucleolin within sensory axons

in vivo. Scale bar, 20 mm.

(G) Electron micrographs showing immunogold

labeling for nucleolin in axons on ultrathin mono-

layer sections of cultured mouse DRG neurons

(left) or of sciatic nerve (right). Nucleolin is present

in axons in vitro and in vivo. Scale bars, 200 nm;

gold particle diameter, 10 nm.

(H) Colocalization of nucleolin protein (immuno-

staining, green) and importin b1 mRNA (FISH, red)

in sensory axons. Importin b1 mRNA colocalized

with nucleolin protein (yellow) is shown in a

single optical plane (scale bar, 5 mm). For cell

body signal and scrambled probe control, see

Figure S3D. Pearson’s correlation coefficient for

importin b1 colocalization with nucleolin 0.37 ±

0.04 (n = 29) differs significantly from Pearson’s

for b-actin or GAP43 (see below) (p value for

importin b1 versus b-actin < 0.004, p value

for importin b1 versus GAP43 < 0.0001;

ANOVA with Bonferroni post hoc correction in

both cases).

(I) Colocalization of nucleolin protein (immunostaining, green) and b-actin mRNA (FISH, red) in sensory axons. Colocalization is shown in yellow in a single optical

plane (scale bar, 5 mm). For cell body signal and scrambled probe control, see Figure S3D. Pearson’s correlation coefficient for b-actin colocalization with

nucleolin 0.19 ± 0.03 (n = 20).

(J) Colocalization of nucleolin protein (immunostaining, green) and GAP43mRNA (FISH, red) in sensory axons. Colocalization is shown in yellow in a single optical

plane (scale bar, 5 mm). For cell body signal and scrambled probe control, see Figure S3D. Pearson’s correlation coefficient for GAP43 colocalization with

nucleolin 0.05 ± 0.01 (n = 48).

See also Figure S3.
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and S3D), as compared to similar analyses for b-actin (Figures 3I

and S3D) or GAP43 mRNAs (Figures 3J and S3D). Pearson’s

coefficient calculations showed significantly more colocalization

of axonal importin b1 mRNA with nucleolin than either b-actin or

GAP43 mRNAs with nucleolin (Figures 3H–3J). Thus, nucleolin is

localized to the axons of sensory neurons both in vivo and in cul-

ture and is associated with importin b1 mRNA in axons.

Restriction of Nucleolin to Neuronal Cell Bodies
Enhances Axon Growth
We then examined the effects of a nucleolin-targeting aptamer

on proprioceptive neurons. The AS1411 aptamer is a quadru-

plex-forming oligodeoxynucleotide that internalizes to cells and

binds nucleolin with high affinity and specificity (Bates et al.,

2009). AS1411 induces death of a variety of tumor cells and

has undergone evaluation in clinical trials for leukemia and breast

cancer (Berger et al., 2015). Fluorescently labeled AS1411 was

internalized at both axons and cell bodies of proprioceptive neu-

rons in culture, but over time in culture the aptamer was concen-

trated in cell bodies only, leaving the axons clear (Figures 4A and

S4A). AS1411 treatment caused a decrease in nucleolin levels in

axons without affecting cell body levels (Figure 4B). Similar find-

ings were obtained by quantification of aptamer fluorescence

in cell bodies versus axons (Figures S4A and S4B) and by

Figure 4. Depletion of Axonal Nucleolin Re-

duces Importin b1 Transcript in Sensory

Axons

(A) Cy3-labeled AS1411 and control aptamers

were added to sensory neuron cultures to a final

concentration of 20 mM. Neurons were fixed at the

indicated time points. Scale bar, 10 mm. See also

Figures S4A and S4B.

(B) Western blots for nucleolin on axon versus cell

body extracts from sensory neurons in compart-

mentalized Boyden chambers treated with

AS1411 or control aptamers for 48 hr before

transfer to aptamer-free medium for another 24 hr.

Quantifications of blots are shown below. Mean ±

SEM; n = 4; **p < 0.01, Student’s t test.

(C) Electron micrographs of cultured DRG neuron

processes show immunogold labeling for nucleo-

lin after AS1411 treatment. Scale bar, 200 nm;

gold particle, 10 nm. Mean ± SEM; n R 25; ***p <

0.001, Student’s t test.

(D) Quantification of relative importin b1 transcript

levels by qPCR on cell bodies and axons of cells

treated with AS1411 or control DNAs. b-actin

served as an internal control and did not change.

Mean ± SEM; n = 3; **p < 0.01, Student’s t test.

(E) CoIP of Kif5A with nucleolin from sciatic nerve

axoplasm. The control immunoprecipitation is in

the presence of a blocking peptide for the nucle-

olin antibody. A supporting experiment is shown in

Figure S4C. Quantification of the Kif5A-nucleolin

coIP is shown above. Mean ± SEM; n = 5;

*p < 0.05, paired Student’s t test.

(F) Importin b1 transcript levels co-precipitated

with Kif5A. Mean ± SEM; n = 5; **p < 0.01, ratio-

paired Student’s t test.

(G) Quantification of Kif5A on fluorescent Li-COR

western blots of nucleolin immunoprecipitations

from sciatic nerve axoplasm, after pre-incubation

with AS1411 or control aptamer. Representative

blots are shown below the graph. Mean ± SEM;

n = 3; *p < 0.05, paired Student’s t test. Similar

results were obtained from neuronal cultures

(Figure S4D).

(H) Automated capillary electrophoresis quantifi-

cation of kinesin heavy-chain (KHC) immunore-

activity co-precipitated with nucleolin from sciatic

nerve axoplasm, after pre-incubation with AS1411 or control aptamer. Representative traces of the KHC immunoreactive peaks are shown on the left and

quantifications are shown on the right. Mean ± SEM; n = 3; *p < 0.05, paired Student’s t test.

(I) Quantification of Kif5A protein pulled down by a MAIL RNA probe from sciatic nerve axoplasm pre-incubated with AS1411 or control DNA. Protein levels were

quantified by automated capillary electrophoresis. Data are shown as percentage from control. Mean ± SEM; n = 9; **p < 0.01, paired Student’s t test.

See also Figure S4.
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immunogold labeling on EM sections of aptamer-treated sen-

sory neurons (Figure 4C). AS1411 treatment also significantly

reduced importin b1 mRNA in axons, concomitantly with an

apparent increase in neuronal cell bodies (Figure 4D).

We surmised that AS1411-induced sequestration of nucleolin

and associated importin b1 transcript from axons might be due

to perturbation of transport of the RBP complex from the cell

soma. We therefore examined whether nucleolin interacts with

kinesin motors, and we observed specific co-immunoprecipita-

tion of nucleolin with the kinesin Kif5A (Figure 4E). This interac-

tion was further confirmed by co-precipitation of kinesin heavy

chain with nucleolin (Figure S4C). Importin b1 transcript also

co-precipitated with Kif5A (Figure 4F), indicating that kinesins

transport nucleolin and associated mRNAs into sensory axons.

Strikingly, pre-incubation with the AS1411 aptamer significantly

reduced co-precipitation of Kif5A or of kinesin heavy chains with

nucleolin from axoplasm (Figures 4G and 4H) or from neuronal

cultures (Figure S4D). Moreover, Kif5A pull-down from axoplasm

by a MAIL RNA probe was significantly reduced after pre-incu-

bation with the AS1411 aptamer (Figure 4I). Hence, AS1411-

induced restriction of nucleolin and its mRNA cargo to the

neuronal soma is most likely due to the perturbation of nucleolin

association with kinesins, thereby preventing transport of the

complex from soma to axon.

To evaluate the effects of nucleolin restriction to the soma

on axon outgrowth, we pretreated proprioceptive sensory neu-

rons with AS1411 or control aptamer for 48 hr in culture, and

then we replated them in fresh medium without aptamer. Under

these conditions, AS1411 significantly enhanced total axonal

outgrowth (Figures 5A and 5B) without any observable effect

on cell viability. To test whether such effects also could be

observed in other neuronal subtypes, we treated cultures of

nociceptor neurons in the same manner. As shown in Figure S5,

nociceptor neurons pretreated with AS1411 also exhibited

significantly more axon growth than cultures pretreated with

control aptamer. Finally, we examined whether these aptamer

effects were mediated by importin b1 mislocalization. Axon

growth after AS1411 pretreatment was increased in WT proprio-

ceptive neurons to levels similar to those seen in importin b1

30 UTR�/� neurons not exposed to the aptamer. Moreover,

AS1411 had no growth-promoting effect on 30 UTR�/� neurons

as compared to control aptamer (Figures 5C and 5D). These ex-

periments were quantified at 24 hr after replating of the neurons,

and, since it is possible to monitor continuing growth over 96 hr

in culture, the lack of effect of AS1411 on 30 UTR�/� neurons is

not due to saturation of their growth capacity. Taken together,

these results indicate that nucleolin restriction to neuronal cell

bodies enhances neurite outgrowth by a mechanism dependent

on the axonal localization of importin b1 mRNA.

Perturbation of Nucleolin Affects Size in Non-neuronal
Cells
The above data suggest that nucleolin-dependent importin b1

mRNA transport regulates neuronal growth. Since nucleolin is

widely expressed in different cell types, we wished to test

whether such a mechanism also might function in non-neuronal

cells, using 3T3 fibroblasts as a model. We first asked whether

importin b1 and nucleolin interact with molecular motors in 3T3

cells. As shown in Figure 6A, importin b1 readily co-precipitated

with dynein from 3T3 cell lysate and likewise nucleolin with Kif5B.

Figure 5. AS1411 Enhances Sensory Axon

Growth Rates in WT, but Not in Importin b1

30 UTR�/� Neurons

(A) Cultured DRG neurons from adult YFP/WT

mice were treated with 10 mM control or AS1411

aptamer for 48 hr, and then they were replated in

fresh medium without aptamer and allowed to re-

grow. Representative images at three time points

following replating are shown. Scale bar, 100 mm.

(B) Quantification of total neurite outgrowth of

sensory neurons in culture from the experiment

described in (A). Total neurite growth rates in these

experiments were 45.7 ± 11.2 mm/hr for control

versus 90.1 ± 16.1 mm/hr for AS1411 treatment.

Mean ± SEM; n R 60 cells per experimental

group; ***p < 0.001 for comparison of growth

rates, one-way ANOVA.

(C) Representative images of cultured WT or im-

portin b1 30 UTR�/� sensory neurons treated with

10 mM control or AS1411 aptamer for 48 hr and

then replated and cultured for an additional 24 hr in

fresh medium without aptamer. Neurons were

finally fixed, immunostained for NFH (green), and

imaged. Scale bar, 200 mm.

(D) Quantification of total neurite outgrowth in the

experiment described in (C) reveals a significant

increase in axon growth in WT neurons pretreated

with AS1411, but not in importin b1 30 UTR�/�

neurons. Mean ± SEM; n R 300 cells per experi-

mental group; ***p < 0.001, Student’s t test.

See also Figure S5.
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Moreover, importin b1 mRNA was co-precipitated with both nu-

cleolin and Kif5B (Figure 6B). These data indicate that importin

b1 mRNA is transported by a nucleolin-kinesin complex in 3T3

cells and that importin b1 protein is transported by dynein,

similar to the findings in neurons. We therefore set out to test

the effects of the AS1411 aptamer in 3T3 cells. Since AS1411

can induce death in various types of cycling cells, we first deter-

mined the effects of different concentrations of aptamer on 3T3

cell survival and size (Figures S6A and S6B). Exposure to 10 mM

AS1411 for 48 hr induced efficient uptake into 3T3 cells (Fig-

ure 6C), with concomitant increase in cell area without affecting

cell survival (Figures S6A andS6B). Nuclear area and shapewere

not perturbed (Figures S6C–S6E). This application regimen was

therefore used in all subsequent experiments.

If translation of nucleolin-transported importin b1 mRNA in

the distal region of the cytoplasm is indeed the source of retro-

gradely transported importin b1 protein, one would expect to

observe reduced levels of importin b1 interacting with dynein

in AS1411-treated cells. Indeed, AS1411-treated cells revealed

reduced association of importin b1 with dynein by PLA ana-

lyses (Figures 6D and 6E) and co-immunoprecipitation (Fig-

ure 6F). Furthermore, we observed a decrease in MAIL motif

Figure 6. AS1411 Treatment Increases 3T3

Fibroblast Cell Size

(A) Western blots showing coIP of importin b1 with

dynein heavy chain 1 and nucleolin with Kif5B from

confluent 3T3 cell cultures. Control immunopre-

cipitations were with non-immune IgG for the

dynein immunoprecipitation and with blocking

peptide for the precipitating antibody in the nu-

cleolin immunoprecipitation.

(B) Quantification of relative importin b1 transcript

levels after pull-down for Kif5A or nucleolin is

shown. Mean ± SEM; n = 4; ***p < 0.001, ratio-

paired Student’s t test.

(C) Representative images for uptake of AS1411-

Cy3 into 3T3 cells are shown. Blue, DAPI; red,

AS1411. Scale bar, 10 mm.

(D) Representative PLA images of importin b1-

dynein complexes in 3T3 cells incubated for 48 hr

with AS1411 or control aptamers. After 48 hr the

cells were fixed and stained with phalloidin-Cy3

and for dynein and importin b1, followed by the

PLA probes. Scale bar, 50 mm.

(E) Quantification of the assay shown in (D). PLA

signal per cell body area was quantified using

Cellprofiler software, revealing a significant reduc-

tion in signal density in 3T3 cells incubated with the

AS1411 aptamer. Mean ± SEM; n = 3; **p < 0.01,

Student’s t test.

(F) Representative western blots of importin b1

co-precipitated with dynein from 3T3 cells after

48 hr in culture in the presence of AS1411 or

control aptamers. The quantification below shows

a significant decrease in coIP of importin b1 with

dynein after AS1411 treatment. Mean ± SEM;

n = 3; *p < 0.05, paired Student’s t test.

(G) 3T3 cells were incubated with 10 mMAS1411 or

control aptamer for 48 hr, after which 20,000 cells

were replated for another 24 hr in fresh medium

without aptamer before fixing and staining with

rhodamine-phalloidin. Representative images are

shown. Scale bar, 100 mm. See also Figure S6 for

highermagnification imagesofnuclearmorphology.

(H) Quantification of 3T3 cell area from the experi-

ment described in (G) reveals a significant increase

upon AS1411 treatment. Mean ± SEM; n > 1,000;

***p < 0.001, Student’s t test. The experiment was

replicated on three independent cultures.

(I) 3T3 cell size at different stages of the cell cycle after 48 hr incubation with AS1411 or control aptamers at 10 mM, followed by harvesting and incubation with

10 mg/ml Hoechst 33342 and 5 mg/ml propidium iodide for live cell cycle analyses by FACS. 30,000 events were collected per sample. AS1411 treatment causes

a marked increase in cell size, as shown by the right shift in population distribution in comparison to mock and control at all stages of the cell cycle.

(J) Quantification of the FACS described in (I) for three independent experiments reveals a significant increase of cell size upon AS1411 treatment in all cell cycle

phases. Mean ± SEM; n = 3; **p < 0.01, Student’s t test.

See also Figure S6.
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association with kinesin heavy-chain complexes upon AS1411

treatment (Figure S6F), in a manner similar to that previously

observed in axoplasm. MAIL-associated nucleolin levels were

not changed following AS1411 treatment (data not shown),

indicating that, in 3T3 cells similar to neurons, AS1411

reduces the association of nucleolin and its cargo mRNAs

with kinesins, therefore reducing their transport to the cell

periphery.

We then tested the effects of aptamer treatment on the size of

the cells. AS1411 caused a significant increase in cell body area

compared to cells exposed to control aptamer (Figures 6G

and 6H). To discriminate between overall size increase versus

enhanced cell spreading on the substrate, we assessed 3T3

cell size by fluorescence-activated cell sorting (FACS). In this

case, cells were exposed to AS1411 or control aptamer for

48 hr, and then they were harvested and labeled with Hoechst

and propidium iodide dyes for live cell cycle analysis by flow

cytometry. This analysis showed that AS1411 causes a signifi-

cant increase in cell size at all stages of the cell cycle (Fig-

ures 6I and 6J). The latter result suggests that AS1411’s effect

on cell size is due to a general change in cell metabolism and

physiology and not by a single change in a cell cycle check-

point. Thus, motor-dependent nucleolin-mediated RNA trans-

port regulates size in both cycling fibroblasts and post-mitotic

neurons.

Nucleolin and Importin Localization Regulates Cellular
Protein Synthesis
To obtain further insights on how nucleolin might modulate cell

size, we examined the effect of its localization on mRNA transla-

tion rates. We quantified overall protein synthesis levels by puro-

mycin incorporation (Schmidt et al., 2009), and we observed a

significant and marked overall increase in protein synthesis

levels in AS1411-treated neurons (Figures S7A and S7B). A

less prominent but still significant increase in protein synthesis

levels also was observed in importin b1 30 UTR�/� neurons as

compared to WT (Figures S7C and S7D). We then examined

the effect of nucleolin or importin b1 sequestration on subcellular

levels of protein synthesis at axon tips by puromycin labeling and

immunostaining. AS1411 treatment reduced protein synthesis

levels at axon tips of cultured neurons (Figures 7A, 7B, S7E,

and S7F). A similar reduction in axon tip protein synthesis was

observed in importin b1 30 UTR�/� neurons as compared to

WT, and AS1411 treatment did not have any further effect in

the 30 UTR�/� neurons (Figures 7A and 7B). These results sug-

gest that nucleolin sequestration by the AS1411 aptamer and

importin b1 mislocalization in the 30 UTR�/� both impact on

protein synthesis at axon tips. To examine whether a similar

effect is found in cycling cells, we visualized puromycin incorpo-

ration in the cytoplasm of aptamer-treated 3T3 fibroblasts (Fig-

ure 7C). Quantification of puromycin incorporation levels in

peripheral versus total cytoplasm revealed a reduction in the pe-

ripheral region of AS1411-treated fibroblast cells as compared

to mock or control aptamer-treated cells (Figure 7D). Taken

together, these findings show that AS1411 treatment or importin

b1 30 UTR KO causes a subcellular shift in protein synthesis,

concomitantly with their effects on axon length or fibroblast

cell size.

DISCUSSION

Cell size homeostasis is a ubiquitous feature of biological sys-

tems, but a comprehensive answer to the question of how

cellular dimensions are encoded or sensed by molecular net-

works is still lacking (Ginzberg et al., 2015). We recently pro-

posed that growing neurons might sense their axon lengths

by bidirectional signaling via molecular motors (Rishal et al.,

2012). Experimental testing of model predictions supported a

role of kinesin and dynein motors in such a mechanism (Rishal

et al., 2012), and others have implicated myosin and kinesin mo-

tors in size and growth control in neurons (van Diepen et al.,

2009; Watt et al., 2015). However, the nature of the signals

involved in motor-dependent size sensing remained elusive. In

this paper, we provide evidence that nucleolin-mediated RNA

localization affects cell growth and size in both neurons and

cycling cells, suggesting that subcellular RNA localization is a

key mechanism for cell size regulation (Figure 7E).

The initial observation implicating importin b1 in size regulation

was increased growth of importin b1 30 UTR�/� sensory axons,

analogous to the results we had reported previously from

dynein-mutant mice (Rishal et al., 2012). The identification of nu-

cleolin as an RBP for importin b1 mRNA, and the length and size

effects observed upon perturbation of nucleolin with AS1411,

shed additional light on the mechanism proposed by Rishal

et al. (2012). Sequestration of importin b1 by direct targeting of

its 30 UTR or by perturbation of nucleolin localization with a spe-

cific aptamer induces changes in growth rates and cell size. In

essence these findings suggest that local translation of nucleolin

cargo mRNAs provides the positive feedback arm of the pro-

posedmechanism and that the retrograde signals are dependent

on de-novo-translated proteins trafficked by dynein and impor-

tins. RNA localization and local protein translation are ubiquitous

features of all eukaryotic cells, and they play critical roles in

defining localized proteome specialization (Jung et al., 2014).

Previous work had shown that local translation enables commu-

nication between distal axonal sites and the nucleus upon injury

(Perry et al., 2012), and our current findings expand the scope

of such mechanisms to size regulation in growing cells.

Nucleolin seems well suited for a pivotal role in size regulation

by nucleus-periphery communication, since it shuttles among

nucleus, cytosol, and the cell surface (Hovanessian et al.,

2010) and it has a broad phylogenetic distribution, including

yeast, plant, and animal cells (Riordan et al., 2011; Abdelmohsen

and Gorospe, 2012). Nucleolin contains four RNA-binding do-

mains that may interact with diverse target RNAs via a number

of short RNA motifs (Abdelmohsen et al., 2011; Ginisty et al.,

2001; Ishimaru et al., 2010; Riordan et al., 2011). None of these

motifs is similar in sequence to the importin b1 MAIL element,

but, since functional localization motifs in RNA are structure

and not sequence based (Andreassi and Riccio, 2009), this is

not surprising. A comprehensive characterization of the nucleolin

cargo RNA ensemble may reveal additional components of the

size-sensing mechanism.

We found that the nucleolin-specific AS1411 aptamer (Bates

et al., 2009) attenuates nucleolin association with kinesinmotors,

thereby enabling its sequestration from distal regions of the cell

without affecting overall expression levels of the protein. This is
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consistent with a previous study that demonstrated continuous

and rapid turnover of cell surface nucleolin in parallel with stabil-

ity of the nuclear pool (Hovanessian et al., 2010). Interestingly,

calcium is required for nucleolin internalization (Hovanessian

et al., 2010) and also for importin b1 local translation (Yudin

et al., 2008), suggesting that nucleolin-membrane interactions

might trigger RNA cargo dissociation and local translation.

Perturbation of this process by nucleolin sequestration causes

a size increase in both neurons and fibroblasts. These findings

raise the intriguing possibility that sequestration of critical com-

ponents of the pathway, for example, as done here by AS1411

treatment, might open new avenues for accelerating axonal

growth. In essence such treatments would cause the size-

sensing mechanism to sense a shorter axon than is actually pre-

sent, inducing the cell to generate the metabolic output required

to sustain rapid growth.

The increased growth observed in importin b1 30 UTR�/� neu-

rons or upon sequestration of nucleolin from axons or in 3T3 cells

is correlated with subcellular changes in protein synthesis. Inter-

estingly, recent work in bacteria and in yeast implicates differen-

tial protein synthesis rates in cell size control (Basan et al., 2015;

Schmoller et al., 2015). The latter study suggests that size control

arises from differences in the size dependence of synthesis of a

cell cycle activator versus a cell cycle inhibitor, but it does not

show how different protein synthesis pathways can differ in their

size sensitivity (Schmoller and Skotheim, 2015). Our findings

show that nucleolin and importin b1 perturbation can affect

both levels and localization of protein synthesis. The latter

finding is especially striking since it provides a plausible trans-

port-regulated mechanism for size-sensitive protein synthesis

at cellular extremities, with concomitant size-insensitive synthe-

sis in the cell center. The motor-dependent RNA localization

Figure 7. Nucleolin and Importin b1 Locali-

zation Regulate Protein Synthesis

(A) The translational activity of DRG neurons in

culture was assessed by puromycin incorporation.

Cultures were grown in the presence of AS1411 or

control aptamer for 48 hr, and then they were re-

plated and cultured for an additional 24 hr in fresh

medium without aptamer. Neurons were then

pulsed with 5 mM puromycin for 10 min at 37�C or

preincubated with 40 mM anisomycin for 30 min

followed by the 5 mM puromycin pulse, and then

they were fixed. Fixed cultures were immuno-

stained for NFH (green) and a-puromycin (red).

Scale bar, 100 mm. For anisomycin control, see

Figures S7E and S7F.

(B) Representative high-sensitivity zoom images

of the boxed regions in (A) reveal protein synthesis

in axon tips. Scale bar, 20 mm. Quantification re-

veals a significant decrease in protein synthesis in

axon tips of AS1411-treated WT neurons, as well

as in importin b1 30 UTR�/� neurons. Axon tip

synthesis was quantified as ratios of cell body

values and then normalized to WT control. Mean ±

SEM; n R 80 cells from three independent cul-

tures; **p < 0.01 and ***p < 0.001, Student’s t test.

(C) Representative images of cultured 3T3 cells

treated with 10 mM control or AS1411 aptamer for

48 hr and then replated and cultured for an addi-

tional 24 hr in fresh medium without aptamer. The

cells subsequently were incubated with puromy-

cin with or without anisomycin as described

above, and then they were fixed and stained for

F-Actin, DAPI, and a-puromycin. Scale bar, 50 mm.

(D) Quantification of puromycin labeling in the

cytoplasm of 3T3 cells from the experiment

described in (C) reveals a significant decrease in

protein synthesis at the cell periphery in AS1411-

treated cells. Mean ± SEM; nR 200 cells from five

independent cultures; *p < 0.05, one-way ANOVA

with Bonferroni post hoc test.

(E) Schematic model of the mechanism proposed

in this study. Nucleolin binds importin b1 and likely

other mRNAs, and the complex is transported by a kinesin motor to the axon in a neuron or the cell cortex in cycling cells. Upon arrival at the end of the mi-

crotubules, the complex is dissassembled, with nucleolin likely docking to the plasmamembrane. Local translation of the cargo RNAs generates proteins that are

retrogradely transported with dynein to influence protein synthesis in the soma. The dashed line indicates a negative feedback loop postulated in the original

model (Rishal et al., 2012), the details of which are still unknown.

See also Figure S7.
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mechanisms delineated in this study provide a mechanism for

size sensing that may work via regulation of the subcellular local-

ization of protein synthesis in large cells. Importin b1 may act to

link critical regulators to the system, since importin-dynein com-

plexes have been shown to transport transcription factors and

other regulatorymolecules. These and other questions regarding

the proposed mechanism remain open for future work.

To summarize, our findings implicate microtubule motors,

mRNA localization, and local translation in the regulation of

cell size homeostasis. We propose that feedback monitoring of

microtubule cytoskeleton length by transport of locally trans-

lated mRNAs enables neuron length and cell size sensing.

EXPERIMENTAL PROCEDURES

Animals, Preparations, and Cultures

All rat and mouse strains used were bred and maintained at the Veterinary

Resources Department of the Weizmann Institute. DRG neuron culture prepa-

rations were as previously described (Rishal et al., 2010). The study was con-

ducted in accordance with the guidelines of the Weizmann and University of

South Carolina (USC) Institutional Animal Care and UseCommittees (IACUCs).

Capillary Electrophoresis Immuno-quantification

Automated capillary electrophoresis immuno-quantification runs were con-

ducted on a Wes instrument (ProteinSimple) as described (Harris, 2015). Ana-

lyses were performed on 15 s or 30 s image exposures.

DRG Neuron Cultures and Growth Rate Analyses

DRG neurons from the indicated conditions and genotypes were imaged peri-

odically in continuous culture in a Fluoview (FV10i, Olympus) automated

confocal laser-scanning microscope with built-in incubator chamber or in an

ImageXpress Micro (Molecular Devices) automated microscopy system.

The 20 mMAS1411 or control DNAswere added to rat DRG culturemedia for

48 hr. Cells were replated to tissue culture inserts for 24 hr before isolation of

RNA or protein. Adult YFP/WT mice were treated with control or AS1411 ap-

tamer for 48 hr and then replated and imaged for 24 hr as described above.

Cultured DRG neurons from WT or importin b1 30 UTR KO mice were fixed

24 hr after replating and stained with anti-NFH for process length determina-

tion. Neuronal morphology was quantified using WIS-Neuromath (Rishal

et al., 2013) or MetaXpress (Molecular Devices).

EM

Samples were prepared for EM as previously described (Rishal et al., 2012).

Quantitative analysis was performed using a Fiji macro script written in house.

Fibroblast Cell Imaging and FACS Analysis

AS1411 DNA or control DNA (10 mM) was added to the culture media of 3T3

cells. After 48 hr the cells were replated for another 24 hr without the aptamer

for imaging or for live cell cycle analysis by flow cytometry.

FISH

Antisense oligonucleotide probes for importin b1 were designed using Oligo 6

software and checked for homology and specificity by BLAST. cRNA probes

for GFP reporter mRNA were as previously described (Vuppalanchi et al.,

2010). Hybridization to DRG neuronal cultures was as previously described

(Willis et al., 2007). For colocalization of RNA and protein, fluorescently labeled

Stellaris RNA probes were used (BiosearchTech) as previously described

(Spillane et al., 2013).

FRAP

Dissociated DRGcultures were transfectedwith importin b1 30 UTR axonal and

cell body variants using Amaxa nucleofection. Terminal axons were subjected

to FRAP sequence at 37�C with 488 nm laser line of Leica TCS/SP2 confocal

microscope as described with minor modifications (Yudin et al., 2008). Prior to

bleaching, neurons were imaged every 30 s for 2 min at 15% laser power. For

photobleaching, the region of interest (ROI) was exposed to 75% laser power

every 1.6 s for 40 frames. Recovery was monitored every 60 s over 20 min at

15% laser power. To test for translation dependence, cultures were pretreated

with 50 mM anisomycin for 30 min before the photobleaching sequence. FRAP

quantification and statistical tests are detailed in the Supplemental Experi-

mental Procedures.

Pull-downs and Mass Spectrometry

Axoplasm from rat or mouse sciatic nerve was extracted as previously

described (Rishal et al., 2010), and RBP pull-downs were carried out as

described (Doron-Mandel et al., 2016). Bovine axoplasm was extracted by

the same procedure, using sciatic nerve dissected on site from fresh bovine

carcasses within 20 min of slaughter at the Tnuva Slaughterhouse. Streptavi-

din magnetic beads were washed several times with different concentrations

of NaCl, and theywere then incubated with 100 mMof the different RNA probes

or DNA probes, except for the no-probe sample that was incubatedwith water.

All samples were incubated for 1 hr at 4�C. After washing the resin, 0.5 mg rat

axoplasm extract or 10 mg bovine axoplasm extract was applied to the no-

probe resin for 30 min to deplete unspecific proteins, and then the unbound

fraction was added to the specific probe resin for another 30 min. After inten-

sive washing, bound material was eluted from the resin using SDS sample

buffer. The samples from the bovine axoplasm pull-down were loaded into

10% SDS-PAGE gels, followed by Colloidal Blue staining, in-gel digest, and

mass spectrometry (see the Supplemental Experimental Procedures).

Protein Synthesis Assays by Puromycin Incorporation

Overall protein synthesis levels were quantified by puromycin incorporation as

previously described (Schmidt et al., 2009). Subcellular visualization of protein

synthesis in situ was by puromycin immunostaining as described (David et al.,

2012).

qPCR

The qPCR was performed using Taqman primer kits for b-actin (normalization

control) and importin b1 or perfecta SYBR green (Quanta Biosciences) and

gene-specific primers for importin b1 and 18S.

Statistical Methods

Data represent mean ± SEM, unless otherwise noted. Groupwise analyses

were conducted by one- or two-way ANOVA with Bonferonni post hoc test.

Pairwise analyses were conducted by two-tailed Student’s t tests (unpaired,

unless otherwise noted; see figure legends). Statistical analyses were con-

ducted using GraphPad Prism, Synergy Kaleidagraph, or Microsoft Excel.

Significance was considered as p values < 0.05.

SUPPLEMENTAL INFORMATION

Supplemental Information includes Supplemental Experimental Procedures

and seven figures and can be found with this article online at http://dx.doi.

org/10.1016/j.celrep.2016.07.005.
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SUMMARY

Classical lissencephaly is a genetic neurological dis-
order associated with mental retardation and intrac-
table epilepsy, and Miller-Dieker syndrome (MDS) is
the most severe form of the disease. In this study,
to investigate the effects of MDS on human progeni-
tor subtypes that control neuronal output and influ-
ence brain topology, we analyzed cerebral organoids
derived from control and MDS-induced pluripotent
stem cells (iPSCs) using time-lapse imaging, immu-
nostaining, and single-cell RNA sequencing. We
saw a cell migration defect that was rescued when
we corrected the MDS causative chromosomal dele-
tion and severe apoptosis of the founder neuro-
epithelial stem cells, accompanied by increased
horizontal cell divisions. We also identified a mitotic
defect in outer radial glia, a progenitor subtype
that is largely absent from lissencephalic rodents
but critical for human neocortical expansion. Our
study, therefore, deepens our understanding of
MDS cellular pathogenesis and highlights the broad
utility of cerebral organoids for modeling human
neurodevelopmental disorders.

INTRODUCTION

The human cerebral cortex develops from a pseudostratified

layer of neuroepithelial stem cells (NESCs) into a functionally

complex, six-layered structure with a folded (gyrencephalic)

surface. The molecular underpinnings of brain size and topol-

ogy are encoded by the genome and distinguish us from spe-

cies with a small and smooth (lissencephalic) brain surface,

such as mice. Although brain folding in the human does not

begin until the end of the second trimester (after gestation

week [GW] 23) (Chi et al., 1977; Martin et al., 1988; Hansen

et al., 1993; Armstrong et al., 1995), many of the key cellular

events that influence this process, including expansion of the

progenitor population and neuronal migration, occur starting

around GW4 (Lui et al., 2011; Sidman and Rakic, 1973; Stiles

and Jernigan 2010). Genetic and infectious diseases that

disrupt these processes underlie a number of cortical malfor-

mations and cause mental retardation, mortality, and morbidity

(Guerrini and Dobyns 2014; Hu et al., 2014). Despite the

prevalence and societal burden of cortical malformations, our

understanding of how disease-linked mutations disrupt brain

development is still limited.

Miller-Dieker syndrome (MDS) is a severe cortical malforma-

tion characterized by nearly absent cortical folding (lissence-

phaly) often associated with reduced brain size (microcephaly),

craniofacial dysmorphisms, mental retardation, and intrac-

table epilepsy (Dobyns et al., 1983, 1991; Nagamani et al.,

2009). MDS is caused by large heterozygous deletions of

human band 17p13.3, harboring dozens of genes, including

PAFAH1B1 (LIS1 protein) and YWHAE (14-3-3ε protein) (Do-

byns et al., 1983; Reiner et al., 1993; Hattori et al., 1994; Chong

et al., 1997; Cardoso et al., 2003). Smaller deletions or muta-

tions in PAFAH1B1 are the major cause of isolated lissence-

phaly sequence (ILS), which exhibits less severe degrees of

lissencephaly (Ledbetter et al., 1992; Lo Nigro et al., 1997;

Pilz et al., 1998; Barkovich et al., 1991; Cardoso et al., 2003).

Insight into lissencephaly pathogenesis is largely derived from

mouse models and limited analyses of postmortem human

brains. Reduction in LIS1 levels in Pafah1b1 mutant mice leads

to defects in neuronal migration (Hirotsune et al., 1998; Smith

et al., 2000), consistent with the disrupted cortical layering

and neuron dispersion seen in the postmortem MDS brain

(Sheen et al., 2006b; Saito et al., 2011). LIS1 is an atypical

microtubule-associated protein that regulates microtubule

dynamics and nuclear-centrosomal coupling during neuronal

migration (Faulkner et al., 2000; Gambello et al., 2003; Shu

et al., 2004; Tanaka et al., 2004; Youn et al., 2009). Collectively,

these studies led to the prevailing model that lissencephaly

is due to defective neuronal migration (Kato and Dobyns,

2003). However, the mouse brain is naturally lissencephalic,
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suggesting that certain aspects of cortical development may

not be adequately assessed in mice.

Recent work has uncovered critical cellular and molecular dif-

ferences between cortical development in humans and mice,

further underscoring the need to develop humanmodel systems.

In the developing human cortex, the outer subventricular zone

(OSVZ) is greatly expanded (Smart et al., 2002; Lukaszewicz

et al., 2005). OSVZ progenitors, which include transit-amplifying

intermediate progenitor (IP) cells and outer or basal radial glia

(oRG/bRG) (Hansen et al., 2010; Fietz et al., 2010; Betizeau

et al., 2013), have been proposed to contribute to the majority

of upper-layer neurogenesis (Smart et al., 2002; Lukaszewicz

et al., 2005). Although IP cells are conserved between humans

and mice, oRG cells are largely absent from the developing

cortices of lissencephalic rodents (Shitamukai et al., 2011;

Wang et al., 2011), which may explain why the phenotypes

in Pafah1b1+/� mice are substantially milder than in human pa-

tients with heterozygous PAFAH1B1 mutations. Multiple lines

of evidence suggest that the high abundance and proliferative

capacity of oRG cells are critical for the vast developmental

and evolutionary increase in cortical size (Stahl et al., 2013; Reillo

et al., 2011).

To bridge the gap between mouse models and human dis-

ease, patient-derived induced pluripotent stem cells (iPSCs)

(Takahashi et al., 2007; Yu et al., 2007; Park et al., 2008) repre-

sent a promising approach to study disease pathogenesis in a

relevant genetic and cellular context. Human iPSCs provide a

renewable source of neuronal progenitors and neurons, can be

genetically and pharmacologically manipulated, and can reca-

pitulate key cellular processes of in vivo brain development

(Eiraku et al., 2008; Gaspard et al., 2008). Studies have shown

that oRG-like cortical cells can be produced from human, but

not mouse, iPSCs (Shi et al., 2012; Kadoshima et al., 2013; Lan-

caster et al., 2013; Qian et al., 2016), highlighting the advantage

of the species-specific cellular model systems. However, the

extent to which in vitro-derived oRG cells recapitulate the func-

tional properties and molecular identity of primary oRG cells has

not been determined. Herewe implement a 3D cerebral organoid

culture method (Kadoshima et al., 2013) to analyze the effect of

MDS lissencephaly mutations on distinct biological processes

and cell types corresponding to the first trimester of cortical

development. Using a multifaceted approach integrating his-

tology, live cell imaging, and single-cell transcriptomics, we un-

cover cell type-specific defects in lissencephaly spanning the

stages of neuroepithelial cell expansion, neuronal migration,

and the mitotic properties of oRG progenitors, providing deeper

insight into human cortical development and lissencephaly.

RESULTS

Increased Apoptosis of NESCs in MDS Cortical
Organoids
To study MDS pathogenesis, we generated iPSCs from three

MDS individuals (Figures 1A–1C) using non-integrating episomal

reprogramming vectors (Okita et al., 2011; Bershteyn et al.,

2014). From each individual, we chose two independent iPSC

clones with confirmed pluripotency, normal karyotype, and sta-

ble maintenance of the 17p13.3 deletion for subsequent studies

(Bershteyn et al., 2014, and data not shown). To assess the effect

ofMDS onNESCs, we implemented a published suspension cul-

ture method whereby equal numbers of dissociated iPSCs are

quickly re-aggregated in serum-free cortical differentiation me-

dium (Kadoshima et al., 2013). Initially and on day 3, there

were no significant differences in the size of wild-type (WT) and

MDS aggregates (Figures S1A and S1C). However, by 2.5 weeks

of suspension culture (day 18 ± 1), the MDS organoids were

significantly smaller (Figure 1D; Figures S1B–S1D). We observed

that 25% of MDS organoids (n = 3 individuals, 2 iPSC clones

each) were very small (less than 0.5 mm in circumference; Fig-

ure 1D) and invariably disintegrated before they could be

analyzed. Of note, organoids derived from both of the MDS4

clones exhibited particularly poor growth in suspension and

were therefore omitted from most of the subsequent assays.

The larger organoids were fixed and sectioned after 5weeks of

differentiation for further characterization. At this time point, the

organoids consisted of NESCs organized into multiple pseudo-

stratified VZ-like progenitor regions expressing SOX2 (Figures

1E). Cortical patterning was verified by co-expression of the dor-

sal telencephalon progenitor marker PAX6 (Georgala et al., 2011)

in the VZ-like regions, which were surrounded by doublecortin

(DCX)-positive neurons also expressing the deep-layer subcor-

tical projection neuron marker CTIP2 (Molyneaux et al., 2005;

Leone et al., 2008; Figure S2). Consistent with reduced organoid

size, we foundmarkedly increased apoptosis in theMDS cortical

VZ-like regions, whereas the marker of proliferation was

not significantly altered (Figures 1F–1H). Interestingly, although

acute removal of Pafah1b1 in the mouse telencephalon at

embryonic day (E) 8-E8.5 leads to NESC apoptosis, genetic

Pafah1b1 heterozygosity does not exhibit a strong phenotype

in the mouse neuroepithelium (Hirotsune et al., 1998; Yingling

et al., 2008). Our results suggest that the human genetic model

may be more sensitive in recapitulating lissencephaly severity

and highlight an early defect in the founder population of neuro-

epithelial stem cells independent of neurogenesis or neuronal

migration.

Increased Incidence of Horizontal Cleavage Angles in
MDS Neuroepithelium at 5 Weeks
NESCs undergo interkinetic nuclearmigration (INM) coordinately

with the cell cycle and expand through symmetrical divisions

with vertically oriented cleavage planes (60�–90� relative to the

ventricular surface) at the apical VZ surface (Götz and Huttner,

2005). These cell-intrinsic properties, including apical-basal po-

larity, dynamic behavior, and precise regulation of mitotic spin-

dle orientation, are recapitulated in vitro in cortical organoids

(Movie S1; Kadoshima et al., 2013). We consistently found that

both WT and MDS SOX1 and SOX2 NESC nuclei were distrib-

uted throughout the apical-basal VZ axis in a pseudo-stratified

fashion, with mitotic cells expressing phospho-Vimentin and

phospho-Histone H3 (Figures 2A and 2B), located at the apical

surface. Other apical determinants, including a protein kinase

C (aPKC), N-Cadherin, and Pericentrin, which marks the centro-

somes, were generally localized at the apical surface in both ge-

notypes (Figures 2A–2C). Notably, we sometimes observed a

less organized cellular structure and a discontinuous VZ surface

in MDS organoids (Figure 2B, right).

LIS1 and ASPM (a microcephaly causative gene) were shown

to regulate mitotic spindle orientation in the developing mouse
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forebrain, with loss of function leading to increased horizontal di-

visions associated with premature neurogenesis (Fish et al.,

2006; Yingling et al., 2008; Pawlisz et al., 2008; Pramparo

et al., 2010; Xie et al., 2013). To determine whether a similar

defect is present in human lissencephaly, we analyzed mitotic

cells in VZ-like regions of week 5 cortical organoids using time-

lapse imaging (Figure 2C) and immunostaining (Figure 2D). In

WT organoids, the majority of cleavage planes in the VZ were

Figure 1. Apoptosis of NESCs in MDS Organoids

(A) Schematic and coordinates of the deletions (red lines) on chromosome 17 in MDS cells used in this study. The YWHAE and PAFAH1B1 genes delineate the

minimal critical deletion that causes MDS.

(B) Quantitative real-time PCR analysis of PAFAH1B1 expression in the WT and MDS fibroblasts that were used to make iPSCs. Average values ± SD for each

individual are shown.

(C) Representative images of MDS iPSCs grown on Matrigel. Scale bar, 200 mm.

(D) Analysis of organoid sizes at 2.5 weeks of differentiation, representing an average ± SEM from WT (n = 4 independent iPSC clones) and MDS (n = 6 iPSC

clones) (also see the table in STAR Methods).

(E) Representative images of organoid sections after 5 weeks of differentiation. Scale bar, 100 mm.

(F) Representative images of VZ-like regions in 5-week organoids immunostained with the apoptotic marker cleaved CASPASE-3 (CASP3) and the proliferation

marker Ki67. Scale bar, 100 mm.

(G and H) Percent of SOX2+ cells in VZ-like regions expressing cleaved CASP3 (G) and Ki67 (H). Average values ± SEM for WT (n = 3) and MDS (n = 3) are plotted

(also see the table in STAR Methods). Statistical analysis was done using a t test (p = 0.04).

See also Figures S1 and S2 and Table S2.
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Figure 2. Increased Incidence of Horizontal Cleavage Angles in MDS VZ-like Regions at 5 Weeks

(A and B) Representative images of VZ-like regions in WT (left column) and MDS (right column). Scale bar, 100 mm.

(C) Frames from time-lapse imaging showing examples of vertical (top) and horizontal (bottom) divisions. Scale bar, 20 mm. White arrowheads mark the parent

cell, and red arrowheads mark the progeny. The apical surface and the axis of the cleavage plane are demarcated with dotted white lines.

(D) Examples of vertical and horizontal divisions observed in VZ-like regions of fixed organoids. Anaphase mitoses were identified by chromosomal position and

morphology; only anaphase cells were considered for analysis of the cleavage angle.

(E) Schematic of how cleavage angles were measured from time-lapse and immunostaining data.

(F–H) Quantification of cleavage angle data. Collectively, 70–92 dividing cells were analyzed from WT (n = 2) and MDS (n = 2) individuals. The red line in (G)

represents the mean cleavage angle. Average cleavage angles ± SD for each individual are shown (H). Statistical analysis was done using a t test (p = 0.0158).

See also Movies S1 and S2 and Table S2.
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perpendicular to the apical surface, with an average angle of

�65� (Figures 2E–2H). In contrast, dividing cells in the VZ regions

of MDS organoids displayed more frequent horizontal cleavage

planes and a significantly reduced average cleavage angle of

�46� (Figures 2E–2H; Movie S2). Collectively, our analyses sug-

gest that expansion of the founder NESCs is greatly diminished

in MDS because of increased apoptosis and decreased vertical

divisions.

Defective Neuronal Migration in MDS Organoids at
5 Weeks
Defective radial migration of cortical neurons is a well-estab-

lished developmental phenotype in lissencephaly (Hirotsune

et al., 1998; Gambello et al., 2003; Youn et al., 2009; Toyo-oka

et al., 2003; Sheen et al., 2006b; Saito et al., 2011). However,

direct visualization and analysis of radial migration of human lis-

sencephalic neurons have not been achieved. Thus, we sought

to develop functional assays to analyze radial migration using

the human organoid model system. Early-born subcortical pro-

jection neurons expressing CTIP2 and DCX were present by

5 weeks of differentiation (Figures S2 and 3A). Within a day of

attachment to a Matrigel-coated surface, numerous processes

began extending from the organoids. These processes were

marked by expression of the neuronal proteins DCX and TUJ1

as well as the radial glia proteins BLBP and NESTIN (Figure S3),

suggesting that they belong to bundles of neurites and radial glia

fibers. The abundance and lengths of processes were compara-

ble between WT and MDS organoids (Figure 3C; Figures S3A

and S4D). Over the next 48 hr, DCX-positive neurons were

observed migrating out of the organoids along these processes

(Figures 3B and 3C; Figures S3 and S4D;Movie S3), akin to radial

migration. We measured the displacement of neurons on fibers

from the edge of the organoid 3 days after attachment to Matri-

gel. Migration of WT neurons was very robust, with more than

55% of migrating cells reaching 100–800 mm from the edge of

the organoids (Figures 3C–3E; Figure S2A). In contrast, fewer

MDS neurons migrated out of the organoids despite abundant

processes, and the majority (65%) of migrating neurons were

within 100 mm of the edge (Figures 3C–3E).

In addition to endpoint analyses, we tracked migrating neu-

rons in real time using live imaging starting 1 day after organoid

attachment for up to 48 hr. WT neurons migrated in a character-

istic saltatory fashion (Figure 3F) with an average speed of

20 mm/hr (Figure 3G; Movie S3), comparable with what has

been recorded during radial neuronal migration in ferret cortical

explants (Gertz and Kriegstein, 2015). In addition, WT neurons

nearly always migrated away from the organoid along the pro-

cesses. As a result, the calculated total length of the migratory

track divided by the net displacement, or track straightness,

was close to 1 for WT neurons (Figure 3H). In contrast, many of

the MDS neurons initiated, but did not maintain, saltatory migra-

tion on processes, spending much of the time tumbling in place

or not moving (Figures 3F and 3G; Movie S4), which significantly

reduced the average migration speed (13 mm/hr, p = 0.0004)

and track straightness (Figures 3G–3I). In addition, migrating

MDS neurons had less elongated nuclei than WT neurons

(Movie S4), consistent with reduced tension during nucleokinesis

(Tanaka et al., 2004).

LIS1 and 14-3-3ε proteins are part of a complex with cyto-

plasmic dynein that regulates neuronal migration (Toyo-oka

et al., 2003). The corresponding genes, PAFAH1B1 and YWHAE,

are several megabases apart on locus 17p13.3 (Figure 1A) and

would be challenging to rescue in MDS. However, we previously

reported a reprogramming-induced rescue of an MDS case in

which the 5.7-Mbp deletion affecting locus 17p13.3 was in a

ring chromosome (Bershteyn et al., 2014). Upon reprogramming

fibroblasts from this individual (MDS1), the ring was lost and

replaced by a second copy of the wild-type chromosome 17

through compensatory uniparental isodisomy. As a conse-

quence, the whole deletion was rescued in MDS1 iPSCs, and

we showed that LIS1 and 14-3-3ε proteins were restored

to WT levels (Bershteyn et al., 2014). Remarkably, when we

performed endpoint and live imaging-based migration assays

with organoids from these iPSCs, we observed that MDS1 neu-

rons were indistinguishable from the WT, completely rescuing

neuronal displacement, migration speed, and track straightness

(Figures 3C–3H; Movie S4).

Finally, to find out whether migration defects in MDS neurons

are cell-autonomous, we developed a new assay using co-

culture of organoids with human cortical tissue explants. Specif-

ically, week 5 organoids were infected with a non-replicating,

adeno-associated virus expressing td-Tomato fluorescent pro-

tein under the control of the CAG promoter (AAV1-cag-Tomato),

which preferentially labels neurons (Figures S4A–S4D). About

60% of cells labeled with this virus expressed the neuronal

marker CTIP2, and about 25% of the labeled cells expressed

the progenitor marker SOX1, in both WT and MDS organoids

(Figures S4B and S4C). Separately, slices of human cortical tis-

sue (GW18.5) were infected with a cytomegalovirus (CMV)-GFP

adenovirus and then placed tightly against the organoids to allow

Figure 3. Defective Neuronal Migration in MDS Is Rescued by Compensatory Duplication of Wild-Type Chromosome 17
(A) Representative images of WT and MDS cortical organoids after 5 weeks of differentiation. Scale bar, 100 mm.

(B and C) Immunostaining of cells migrating on processes with DCX (B) and TUJ1 (C) 3 days after intact organoids were attached to Matrigel. Some of the

processes seen in phase are not marked by DCX (B), suggesting that these may be radial glia fibers (see also Figure S3).

(D) Quantification of cell displacement along the processes on day 3. Shown on the y axis is distance from the edge of the organoid (micrometers), and shown on

the x axis is the fraction of total migrating cells at the corresponding distance bin from WT (left side) and MDS or MDS rescue (right side) organoids. Migration

assays were performed with WT (n = 3), MDS (n = 3), and MDS rescue (n = 1) individuals. Data from the third MDS individual are not represented in this

quantification because there were very few (almost no) migrating cells (data not shown).

(E) Summary of cell distribution across 200-mm bins of displacement.

(F) Representative tracks of speed over time for three different WT, MDS, and MDS rescue cells.

(G and H) Migration speed (G) and track straightness (H). Average ± SD is plotted.

(I) Frames from time-lapse imaging of an MDS sample, showing two cells migrating on processes. The top cell exhibits a salutatory migration pattern of rounding

up, followed by leading process extension, whereas the bottom cell rounds up but fails to continue migration.

See also Figures S3 and S4, Movies S3 and S4, and Table S2.
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attachment of the differentially labeled tissues. The human

cortical tissue thus provided a physiological substrate for migra-

tion of iPSC-derived neurons (Figure S4E). After 4 days of co-cul-

ture, Tomato-expressing cells from the organoids were found

throughout the cortical tissue explants, and their position relative

to the ventricular and pial surfaces was quantified. Fifty percent

of the WT iPSC-derived neurons that migrated had reached the

pial surface after 4 days (Figure S4G). In contrast, only about

10% of the MDS iPSC-derived neurons that migrated had

reached the pial surface on the cortical tissue explants (Fig-

ure S4G), suggesting that MDSmigration defects are cell-auton-

omous. Collectively, we established two novel in vitro migration

assays that are sensitive to defects associated with human lis-

sencephaly and can be used in vitro to study multiple dynamic

aspects of neuronal migration. Moreover, we demonstrated

that this major developmental phenotype in MDS is functionally

rescued through the duplication of the wild-type homolog of

chromosome 17, confirming that the migration defects were

due to the heterozygous deletion.

Normal Lamination with Increased Abundance of Deep-
Layer Neurons in MDS Organoids at 10 Weeks
Although the long-term consequence of increased horizontal di-

visions is expected to be a reduction in total neuronal output

through depletion of the progenitor pool (Pawlisz et al., 2008),

the short-term consequence might be the opposite; i.e., over-

production of neurons. To examine this, we analyzed the

distribution of progenitor cells and neurons in 10-week cortical

organoids. At this time point, staining with the RG marker

PAX6, the IP cell marker TBR2/EOMES (eomesodermin) (Hevner

et al., 2006), and the deep-layer cortical neuronmarker CTIP2 re-

vealed three distinct regions resembling the developing VZ, SVZ,

and cortical plate (CP). The boundaries between these regions

could be consistently demarcated in WT and MDS organoids

based on cell density, cell orientation, and expression of the

three transcription factors. Thus, the VZ was defined based on

dense vertical columns of PAX6-positive RG cells (Figure 4A).

The SVZ was defined based on less dense, horizontally oriented

cells, many of which expressed TBR2 (Figure 4A). Immediately

superficial to the TBR2 boundary was the rudimentary CP, with

strong expression of CTIP2 (Figure 4A). These well-organized

structures were found close to the surface in every cortical orga-

noid (typically one to five per organoid), with neurons always

found on the outside, superficial to the progenitors.

We analyzed the distribution of the PAX6-, TBR2-, and CTIP2-

expressing cell populations in at least 12 organoids from WT

(n = 3) andMDS (n = 2) individuals generated in multiple indepen-

dent differentiations. The distribution of PAX6, TBR2, and CTIP2

was not significantly different between the two genotypes, with

the majority of PAX6+ cells (�60%) found in the VZ, the majority

of TBR2+ cells (�55%) in the SVZ, and the majority of CTIP2+

cells (�70%) in the CP, as expected (Figures 4B–4D), indicating

that the general laminar distribution of cell types is preserved.

However, in MDS organoids, particularly in the more severe

MDS3 case, there was a notable increase in the abundance of

IP cells located in the apical portions of the VZ (arrows in Fig-

ure 4A). In addition, analysis of relative cell proportions in the

organized cortical regions revealed a slight but significant

decrease in PAX6+/TBR2� RG cells with a complementary in-

crease in CTIP2+ neurons inMDS (Figures 4A, 4E, and 4F). These

findings are consistent with the increase in horizontal divisions

we observed at earlier time points inMDS organoids and indicate

an overproduction of deep-layer neurons. Moreover, these data

indicate that migration defects are not likely to be a secondary

consequence of neuronal deficiency because no such deficiency

was observed up to this point.

Histological and Molecular Evidence of oRG-like Cell
Production in WT and MDS Organoids after 10 Weeks
By 10 weeks, close to 30% of PAX6-positive cells within orga-

nized structures were located in the SVZ-like regions (Figures

4A and 4B) and expressed other canonical radial glia genes

such as SOX2 and SOX1 (Figure 5A and data not shown). We

sought to determine whether some of these cells might be

oRGs. In contrast to the ventricular or apical radial glia (vRG/

aRG), which extend bipolar processes and attach to the ventric-

ular surface (Florio and Huttner, 2014), oRG cells reside in the

SVZ and are typically unipolar, extending a single basal process

toward the pial surface (Hansen et al., 2010; Fietz et al., 2010).

After 10–15 weeks of culture, the outer edge of the organoids

contained many radially oriented cells with unipolar processes

pointing away from the center of the organoids (white arrows in

Figures 5B; Figure S5A). Many of these unipolar cells expressed

the radial glia marker SOX2 (Figure 5C; Figure S5A), consistent

with oRG identity. Within the same regions, IP-like cells

with characteristic multipolar morphologies and expression of

TBR2/EOMES could be clearly distinguished from oRG-like

cells (blue arrow in Figure S5A).

A recent study used transcriptome-wide profiling of single

cells to show that stem cell-derived cerebral organoids can reca-

pitulate many of the molecular pathways that control normal

human cortical neurogenesis (Camp et al., 2015). We reasoned

that a subset of radial glia derived in vitro may adopt the molec-

ular profile of oRG cells. Therefore, we analyzed single-cell

gene expression from WT and MDS organoids after 5, 10, and

15 weeks of differentiation. We identified a group of 95 cortical

Figure 4. Increased Abundance of CTIP2-Positive Neurons in MDS Organoids at 10 Weeks

(A) Representative images of WT (1323), MDS2, and MDS3 cortical organoids. Scale bar, 100 mm. The inferred VZ-, SVZ-, and CP-like regions are delineated

based on the combination of DAPI, PAX6, TBR2, and CTIP2 staining patterns. White arrows in the MDS TBR2 and PAX6/TBR2 panels point to IP cells located in

the apical portions of the VZ.

(B–F) Analysis of marker distribution across the VZ/SVZ/CP (B–D) and cell composition (E and F) within the organized regions in WT (12 total organoids from 3

individuals, 4 iPSC clones) and MDS (13 organoids from 2 individuals, 3 iPSC clones) organoids. The average value ± SEM is plotted after collapsing technical

replicates from each clone (WT, n = 4; MDS, n = 3). Two-way ANOVA followed by Bonferroni’s adjustment for multiple comparisons was performed to determined

statistical significance. For cell distribution (B and C), the only significant source of variation was region. For cell composition, there was a significant difference

between WT and MDS in the proportion of PAX6+TBR2� cells and CTIP2+ cells.

See also Table S2.
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Figure 5. Production of oRG Cells in Organoids after 10 Weeks

(A) Representative images of WT and MDS progenitor zones in 10-week organoids.

(B) GFP labeling with adenovirus reveals unipolar morphology and radial orientation of cells close to the edge of the organoids. Scale bar, 100 mm.

(C) Immunostaining confirms radial glia fate of unipolar cells that express SOX2 and not the IP cell marker TBR2.

(D) Heatmap showing relative gene expression levels across 95 single radial glia cells captured from cerebral organoid samples (n = 5 individuals from both WT

and MDS). Genes represent canonical markers of radial glia (green bar) and forebrain identity (brown bar) as well as genes correlated with oRG identity (light and

dark orange; the dark shade highlights genes validated in vivo) (Pollen et al., 2015). The expression of oRG-correlated genes increases with age of the organoid

(also see Figure S5).

(E) Violin plots representing distribution of the average expression of oRG marker genes across single cells captured from cerebral organoids at each stage of

differentiation.

(legend continued on next page)
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radial glia-like cells (Figure 5D) out of all the in vitro-derived

cells (Figure S6A; see STAR Methods for clustering methods).

Among these radial glia-like cells, we found that the oRG

gene expression signature (Pollen et al., 2015) emerged at

week 10 and became stronger at week 15 (Figure 5E; Figures

S6B and S6C), consistent with observations from histology.

We confirmed the expression of a few oRG markers in a subset

of organoid radial glia that showed consistent subcellular locali-

zation to human tissue (Figure 5F). In addition, the expression

of many of the predicted and validated oRG markers is well

correlated across radial glia-like cells from organoids, indicating

that these genes are also co-expressed in the in vitro system

(Figure 5G). Together, these data establish the presence of

oRG-like cells that share features of tissue-level distribution,

morphology, and molecular identity with oRG cells found in the

developing human cortex.

oRG Cell-Specific Cytokinesis Delay in Human
Lissencephaly
The ability to recapitulate human oRG production and 3D orga-

nization in vitro enabled us to analyze the effect of lissencephaly

mutations on this class of progenitors. Toward that end, we

performed time-lapse imaging following infection of 10-week

organoids with CMV-GFP adenovirus, which labels all dividing

progenitors including vRG, IP, and oRG cells. The morphology,

spatial organization, and mitotic behavior of GFP-labeled

progenitors were consistent with properties observed in vivo.

IP-like cells had a larger cell body with multiple short processes

(blue arrows in Figure 6A and Figure S5A), and they divided in

placewithoutmuchmovement (Figure S5B). vRG cells were typi-

cally bipolar, with apical processes coalescing at a common VZ-

like surface, and their nuclei underwent apically oriented INM

prior to division at the apical surface (arrowheads in Figures

6A, 1 and 2, and 6D). In contrast, oRG cells had a single long

basal process and a very short apical process, were located

above the ventricular-like zone (stars in Figure 6A, 1, and Fig-

ure S5C), and underwent a rapid mitotic somal translocation

(MST) in the direction of the basal process prior to division (Fig-

ure 6G; Movie S5).

To examine whether MDS mutations affect the behavior of

vRG and oRG cells, we measured multiple dynamic properties.

For both vRG and oRG cells, we measured the time from when

the dividing cell was rounded up to when the two daughters first

appeared and the angle of the cleavage plane relative to the

basal fiber (Figures 6B and 6C). In addition, we measured MST

distance for oRG cells (Figure 6C). We found that WT oRG and

vRG cells divided within 50 min from the time that the cell

rounded up (Figures 6D, 6F, 6G, and 6J; Movie S5). Surprisingly,

MDS oRG cells tended to translocate farther during MST (Fig-

ure 6K) but then remained in mitosis for prolonged periods (up

to several hours) prior to cytokinesis (Figures 6H and 6J; Fig-

ure S5C; Movie S5). The delay in cell division appeared to be

specific to MDS oRG cells because a similar defect was not

observed in vRG or IP cell divisions from the same imaging ses-

sions (Figures 6E and 6F; Figure S5B). Of note, this behavior

mimicked a phenotype previously observed in primary oRG cells

treated with a microtubule-depolymerizing agent, nocodazole

(Ostrem et al., 2014). We also compared the division cleavage

angle relative to the basal process in dividing vRG and oRG cells

between WT and MDS groups using live imaging. This analysis

confirmed in vivo observations that vRG divisions become less

tightly controlled with developmental maturation and that the

majority of oRG divisions occur perpendicular to the basal pro-

cess (Figures 6L and 6M; LaMonica et al., 2013). There were

no significant differences between the two genotypes in terms

of division cleavage angles (Figures 6K and 6L). Collectively,

our findings implicate MDS-deleted genes in the regulation of

oRG cell division and point to a possible involvement of oRG

cells in the pathogenesis of human lissencephaly.

DISCUSSION

By implementing a patient iPSC-derived 3D model of early corti-

cogenesis, we were able to delineate cell type- and cell stage-

specific defects in human lissencephaly caused by deletions of

the distal tip of chromosome 17. Ultimately, these defects

need to be linked with the corresponding genetic regulators

for a deeper understanding of lissencephaly pathogenesis and

human cortical development. Although Pafah1b1 (LIS1) and

YWHAE (14-3-3ε) mutations have been modeled in the rodent

(Hirotsune et al., 1998; Toyo-oka et al., 2003; Gambello et al.,

2003; Youn et al., 2009), there has been a lack of laboratory

models that recapitulate the complete genetic defects of MDS.

Thus, the roles of most of the deleted genes in brain develop-

ment or MDS pathogenesis have not been examined. Here

we provide a platform and establish functional assays that will

enable validation of additional gene candidates in distinct cell

types and cellular processes and will lead to identification of

novel regulators of cortical development and malformation.

Several of the conserved developmental phenotypes impli-

cated in lissencephaly by mouse models, including dysregula-

tion of the NESC mitotic spindle (Faulkner et al., 2000; Yingling

et al., 2008; Pawlisz et al., 2008; Pramparo et al., 2010; Xie

et al., 2013; Moon et al., 2014) and neuronal migration defects

(Hirotsune et al., 1998; Gambello et al., 2003; Youn et al.,

2009; Toyo-oka et al., 2003) are recapitulated here. Deficiencies

in neural progenitor cell viability in human MDS were previously

implicated by Sheen et al. (2006a) based on the analysis of post-

mortem samples but without distinguishing which progenitor

subclasses were affected. Here, by following in vitro differentia-

tion from patient-derived iPSCs, we were able to recapitulate

developmental lineage progression from NESC to vRG to IP

and oRG with spatial and temporal resolution that could not

have been achieved with previous methods. Our analyses

(F) Validation of oRG marker (PTPRZ1 and tenascin C [TNC]) co-expression with the radial glia marker SOX2 in 10-week organoids. Note the similarity in the

staining pattern between human OSVZ (GW17.3) and iPSC-derived organoids.

(G) Network maps representing Pearson’s correlation between oRG marker genes across single cells in primary human brain tissue (Pollen et al., 2015) (left) and

across cells captured from cerebral organoids (right). Correlations greater than 0.25 are highlighted with a pale green line, and correlations greater than 0.5 are

highlighted with a dark green line. Genes that are most highly correlated across in vitro cells out of the oRG marker genes are highlighted in orange.

See also Figures S5 and S6, Tables S1 and S2, and dbGaP: phs000989.v3.p1.
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Figure 6. Prolonged Mitosis in MDS oRG, but Not vRG, Cells at 10 Weeks

(A) Frames from time-lapse imaging showing representative examples of distinct vRG and oRG cell morphology, orientation, and dividing properties in the same

imaging field. The oRG-like cell is marked with a white star. Note the long basal process and its superficial location relative to the bipolar vRG-like cells (example:

white arrowhead). The indicated bipolar vRG-like cell from A1moves apically and divides in A2 with a cleavage angle parallel to its basal process. In contrast, the

indicated oRG-like cell undergoes anMST in the basal direction (data not shown) and divides in A3with a cleavage angle perpendicular to its basal process. Scale

bar, 50 mm.

(B) Schematic of parameters used to analyze vRGmitotic behavior: time from cell rounding to the first appearance of two daughters and angle of cleavage relative

to the cell body axis just prior to basal process retraction.

(C) Schematic of parameters used to analyze oRGmitotic behavior: MST distance, time from cell rounding to the first appearance of two daughters, and angle of

cleavage relative to the basal process.

(D and E) Frames from time-lapse imaging showing representative examples of WT (D) and MDS (E) vRG-like divisions.

(F) Quantification of vRG divisions.

(legend continued on next page)
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suggest that founder NESCs and oRG cells are particularly

vulnerable in MDS, whereas vRG and IP cells seem to be less

affected.

Outer RG progenitors are thought to support the develop-

mental and evolutionary expansion of the human neocortex

because of their tremendous proliferative potential (Lukaszewicz

et al., 2005; Hansen et al., 2010; Fietz et al., 2010; Pollen et al.,

2015). In addition, oRG cells have been proposed to promote

cortical folding by producing large numbers of neurons and by

providing divergent tracks for increased tangential dispersion

of migrating neurons along their basal fibers (Lui et al., 2011;

Fietz and Huttner, 2011; Hevner and Haydar, 2012; Florio and

Huttner, 2014; Taverna et al., 2014; Borrell and Götz, 2014;

Nowakowski et al., 2016a). Our studies identified specific mitotic

defects in oRG cells from a severe form of lissencephaly,

providing another link between this cell type and human neocor-

tical gyration.

Prolonged mitosis of mouse cortical radial glia in a Magoh+/�

model of microcephaly was recently shown to induce preferen-

tial production of neurons rather than progenitors as well as

increased incidence of apoptotic progeny (Pilaz et al., 2016).

Mitotic delay through pharmacological means also altered cell

fate, producing more apoptotic progeny or leading to ectopic

neuronal differentiation. Similarly to Pilaz et al. (2016), we

observed examples of apoptotic oRG-like cells (data not shown);

however, the technical challenges of prolonged time-lapse im-

aging of organoid slices precluded us from direct visualization

of progeny fate. Interestingly, Magoh functions upstream of

Pafah1b1, with loss of function leading to decreased LIS1 protein

levels during neurogenesis (Silver et al., 2010). This connection

suggests a possible mechanistic basis for the convergence of

microcephaly and lissencephaly phenotypes in MDS.

The genetic factors that regulate oRG behavior have been

difficult to study because of the scarcity of these cells in

mice. Here we find that cerebral organoids generate oRG-like

cells with matching properties defined in vivo, including posi-

tion, morphology, mitotic behavior, and molecular identity. In

addition, we show that the DNA sequence in the MDS deletion

interval is necessary for normal MST behavior. MDS oRG

cells exhibited increased MST distance, similar to the effect

of nocodazole (Ostrem et al., 2014), which interferes with

microtubule cytoskeleton polymerization. Among the deleted

genes, PAFAH1B1 is known to control microtubule dynamics

during mitosis (Yingling et al., 2008; Moon et al., 2014), pointing

to a possible oRG-specific regulatory mechanism that may

be LIS1-dependent. However, LIS1 haploinsufficiency alone

cannot account for the severity of MDS because mutations

or smaller deletions affecting only Pafah1b1 have less severe

outcomes and are not associated with human microcephaly

(Ledbetter et al., 1992; Lo Nigro et al., 1997; Pilz et al., 1998;

Barkovich et al., 1991; Cardoso et al., 2003). Therefore, addi-

tional genes in the MDS-deleted locus are likely involved in

the regulation of oRG cell division. Future studies can examine

the role of specific candidate genes in this interval using the or-

ganoid model system, which recapitulates key features of oRG

biology.

Finally, the involvement of oRG cells in the pathophysiology

of MDS suggests a link between this radial glial subtype

and the development of lissencephaly. In addition to genetic

causes, cortical abnormalities, including lissencephaly and

microcephaly, may also result from infectious diseases,

including cytomegalovirus (CMV) and West Nile virus (Lanari

et al., 2012; Teissier et al., 2014; O’Leary et al., 2006). Recently,

Zika virus has been declared a public health emergency of

international concern (Heymann et al., 2016) because of a

strong correlation with increased incidence of microcephaly,

which has been reported to involve lissencephaly (Oliveira

Melo et al., 2016; Schuler-Faccini et al., 2016; Mlakar et al.,

2016). These infectious diseases may preferentially affect the

same cell types and developmental process that are vulnerable

in genetic forms of microcephaly and lissencephaly. The Zika

virus can infect human cortical neural progenitors, leading to

cell death and cell cycle dysregulation (Tang et al., 2016;

Qian et al., 2016) and has been shown to infect human skin

cells through the phosphatidylserine receptor AXL (Hamel

et al., 2015). We have found that radial glia cells show very

high expression of the candidate Zika virus entry factor AXL

(Nowakowski et al., 2016b), and the current study highlights

how stalled mitosis of oRG cells may relate to lissencephaly.

Collectively, these observations support the hypothesis that

oRG dysfunction may be a feature of cortical malformations

associated with lissencephaly.
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(K) Quantification of oRG MST distance (p = 0.05).

(L and M) Schematic and quantification of vRG (L) and oRG (M) cleavage angle relative to the basal process.
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Taverna, E., Götz, M., and Huttner, W.B. (2014). The cell biology of neurogen-

esis: toward an understanding of the development and evolution of the

neocortex. Annu. Rev. Cell Dev. Biol. 30, 465–502.

Teissier, N., Fallet-Bianco, C., Delezoide, A.L., Laquerrière, A., Marcorelles,

P., Khung-Savatovsky, S., Nardelli, J., Cipriani, S., Csaba, Z., Picone, O.,

et al. (2014). Cytomegalovirus-induced brain malformations in fetuses.

J. Neuropathol. Exp. Neurol. 73, 143–158.

Toyo-oka, K., Shionoya, A., Gambello, M.J., Cardoso, C., Leventer, R., Ward,

H.L., Ayala, R., Tsai, L.H., Dobyns, W., Ledbetter, D., et al. (2003). 14-3-

3epsilon is important for neuronal migration by binding to NUDEL: a molecular

explanation for Miller-Dieker syndrome. Nat. Genet. 34, 274–285.

Wang, X., Tsai, J.W., LaMonica, B., and Kriegstein, A.R. (2011). A new subtype

of progenitor cell in the mouse embryonic neocortex. Nat. Neurosci. 14,

555–561.

Xie, Y., J€uschke, C., Esk, C., Hirotsune, S., and Knoblich, J.A. (2013). The

phosphatase PP4c controls spindle orientation to maintain proliferative sym-

metric divisions in the developing neocortex. Neuron 79, 254–265.

Yingling, J., Youn, Y.H., Darling, D., Toyo-Oka, K., Pramparo, T., Hirotsune, S.,

and Wynshaw-Boris, A. (2008). Neuroepithelial stem cell proliferation requires

LIS1 for precise spindle orientation and symmetric division. Cell 132, 474–486.

Youn, Y.H., Pramparo, T., Hirotsune, S., and Wynshaw-Boris, A. (2009).

Distinct dose-dependent cortical neuronal migration and neurite extension de-

fects in Lis1 and Ndel1 mutant mice. J. Neurosci. 29, 15520–15530.

Yu, J., Vodyanik, M.A., Smuga-Otto, K., Antosiewicz-Bourget, J., Frane, J.L.,

Tian, S., Nie, J., Jonsdottir, G.A., Ruotti, V., Stewart, R., et al. (2007). Induced

pluripotent stem cell lines derived from human somatic cells. Science 318,

1917–1920.

Cell Stem Cell 20, 435–449, April 6, 2017 449



Cell Reports

Article

Retrogradely Transported TrkA Endosomes
Signal Locally within Dendrites to Maintain
Sympathetic Neuron Synapses
Kathryn M. Lehigh,1,2 Katherine M. West,1 and David D. Ginty1,3,*
1Department of Neurobiology, Howard Hughes Medical Institute, Harvard Medical School, 220 Longwood Avenue, Boston, MA 02115, USA
2Neuroscience Training Program, Department of Neuroscience, The Johns Hopkins University School of Medicine, Baltimore,

MD 21205, USA
3Lead Contact

*Correspondence: david_ginty@hms.harvard.edu
http://dx.doi.org/10.1016/j.celrep.2017.03.028

SUMMARY

Sympathetic neurons require NGF from their target
fields for survival, axonal target innervation, dendritic
growth and formation, and maintenance of synaptic
inputs from preganglionic neurons. Target-derived
NGF signals are propagated retrogradely, from distal
axons to somata of sympathetic neurons via TrkA
signaling endosomes. We report that a subset of
TrkA endosomes that are transported from distal
axons to cell bodies translocate into dendrites,
where they are signaling competent and move bidi-
rectionally, in close proximity to synaptic protein
clusters. Using a strategy for spatially confined
inhibition of TrkA kinase activity, we found that
distal-axon-derived TrkA signaling endosomes are
necessary within sympathetic neuron dendrites for
maintenance of synapses. Thus, TrkA signaling en-
dosomes have unique functions in different cellular
compartments. Moreover, target-derived NGF medi-
ates circuit formation and synapse maintenance
through TrkA endosome signaling within dendrites
to promote aggregation of postsynaptic protein
complexes.

INTRODUCTION

Development of nervous system connectivity involves the

orchestration of several events: axons are guided to their targets,

axons and dendrites elaborate and form synaptic connections,

and excess or improper synaptic connections are pruned (Jiang

and Nardelli, 2016). A useful model system for studying the

development of neural connectivity has been the sympathetic

nervous system (SNS) because it is easily accessible and has

well-defined anatomy: preganglionic sympathetic neurons are

located in the intermediolateral region of the spinal cord; their

axons exit the spinal cord via ventral roots and project to sympa-

thetic ganglia, where they form synapses upon dendrites of

postganglionic sympathetic neurons. As the SNS is a major

regulator of body homeostasis, disruption of SNS circuits causes

several human pathological conditions. For example, Horner’s

syndrome, a disorder affecting the rostral-most ganglion of the

sympathetic chain, the superior cervical ganglion (SCG), is

caused by an interruption of SCG connectivity. Consequently,

Horner’s syndrome patients exhibit miosis, ptosis, and anhidro-

sis (Fields and Barker, 1992). Investigations of how SNS synap-

ses are formed and maintained will reveal mechanisms that

underlie SNS disorders such as Horner’s syndrome.

Nerve growth factor (NGF), the prototypical neurotrophin,

is essential for development and maintenance of sympathetic

neurons. Seminal work by Levi-Montalcini and Booker, (1960)

showed that NGF mediates survival of sympathetic neurons,

whereas later work demonstrated that NGF also controls sympa-

thetic neuron target field innervation, dendrite elaboration, and

formation andmaintenance of synapses with preganglionic part-

ners (Glebova and Ginty, 2004; Njå and Purves, 1978; Ruit et al.,

1990; Ruit and Snider, 1991; Sharma et al., 2010). How NGF

derived from sympathetic neuron target fields promotes and

maintains synaptic connections between preganglionic and

postganglionic sympathetic neurons remains to be determined.

Considerable evidence supports a model in which NGF/TrkA

signaling endosomes mediate long-range retrograde signaling

to promote sympathetic neuron survival. NGF is produced in

sympathetic target tissues throughout development and adult-

hood (Heumann et al., 1984; Sofroniew et al., 2001), where it

binds to its receptor, the tyrosine kinase TrkA, initiating endocy-

tosis of the ligand and receptor complex at distal axons followed

by retrograde transport of NGF/TrkA endosomes to cell bodies

(Riccio et al., 1997; Tsui-Pierchala and Ginty, 1999; Watson

et al., 1999). Application of NGF to distal axons of neurons grown

in compartmentalized cultures supports cell survival (Campenot,

1977) as well as TrkA signaling within cell bodies (Riccio et al.,

1997; Senger and Campenot, 1997; Tsui-Pierchala and Ginty,

1999; Watson et al., 1999), which in turn is required for activation

of NGF/TrkA signaling effectors that promote survival (Kuruvilla

et al., 2000; Riccio et al., 1997; Ye et al., 2003). Furthermore,

disruption of TrkA signaling and downstream effectors in cell

bodies of sympathetic neurons following NGF application to

distal axons results in cell death (Kuruvilla et al., 2000, 2004; Ye

et al., 2003). Together, these findings support a model in which

86 Cell Reports 19, 86–100, April 4, 2017 ª 2017 The Author(s).
This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

mailto:david_ginty@hms.harvard.edu
http://dx.doi.org/10.1016/j.celrep.2017.03.028
http://creativecommons.org/licenses/by/4.0/


signals emanating from distal-axon-derived NGF/TrkA endo-

somes within cell bodies are required for survival of sympathetic

neurons. Interestingly, NGF acting exclusively on distal axons of

cultured sympathetic neurons can also support the formation of

clusters of postsynaptic density (PSD) proteins on dendrites

(Sharma et al., 2010). Under these conditions, inhibition of TrkA

signaling within the somatodendritic compartment of cultured

neurons leads to loss of PSD clusters. These observations raise

the intriguing possibility that TrkA endosomes may traffic from

distal axons, where they are formed, into the cell soma and

then into dendrites where they signal locally, within dendrites,

to promote formation and maintenance of synapses between

preganglionic and postganglionic sympathetic neurons.

Here, we report that TrkA endosomes originating in sympa-

thetic neuron distal axons are transported retrogradely into den-

drites as signaling-competent entities that move in a unique,

bidirectional manner, as compared to TrkA endosomes in axons,

and in close proximity to PSD clusters. We also find signaling-

competent TrkA endosomes within sympathetic neuron den-

drites in vivo, adjacent to synapses, at both early and late stages

of dendrite development and synapse formation. Importantly, we

show that TrkA kinase activity within the SCG is essential for

the maintenance of synapses between preganglionic and post-

ganglionic sympathetic neurons in vivo. Moreover, distal-axon-

derived TrkA signaling endosomes function within dendrites,

not cell bodies, for maintenance of dendritic PSD clusters

in vitro. Thus, target-derived NGF supports synapse formation

and maintenance through local TrkA endosome signaling within

sympathetic neuron dendrites.

RESULTS

Live-Cell Imaging of TrkA Endosomes Reveals Unique
Dynamics in Different Cellular Compartments
The observation that distal-axon-derived TrkA endosomes are

transported from the soma into the dendrites of sympathetic

neurons (Sharma et al., 2010) suggests novel TrkA signaling

functions within that cellular compartment. To gain insight into

TrkA endosome function in dendrites, we first sought to charac-

terize TrkA endosome dynamics within dendrites and their

location, with respect to dendritic PSDs. To monitor TrkA endo-

some dynamics, we developed a live-cell imaging paradigm

that enables visualization of TrkA endosomes in real time, thus

providing a means to compare their movement in axons, cell

bodies, and dendrites. This live-cell imaging paradigm involves

culturing dissociated postganglionic sympathetic neurons ob-

tained from the TrkAFlag mouse line, which expresses Flag

epitope-tagged TrkA protein from the endogenous TrkA locus

(Sharma et al., 2010), in microfluidic chambers (Taylor et al.,

2010). Addition of an anti-Flag primary and fluorescent second-

ary antibody conjugate, followed by application of NGF, to the

distal-axon compartment, allows for real-time visualization of

newly internalized TrkA endosomes as they are retrogradely traf-

ficked fromdistal axons into cell bodies and dendrites (Figure 1A;

Movies S1, S2, S3, S4, and S5). Importantly, fluorescent puncta

were not observed in control wild-type neurons, indicating that

the Flag and fluorescent secondary antibody combination spe-

cifically recognizes Flag-TrkA in TrkAFlag neurons (Figure 1B).

Using this live-cell TrkA imaging assay, we found that TrkA en-

dosomesmove in a saltatory manner retrogradely through axons

(Figures 1C and 1E; Movie S1) with highly variable rates, aver-

aging 1.22 ± 0.23 mm/s (Figures 2A, S1B, and S1C), which is

similar to the rate of retrograde axonal transport of its ligand,

NGF (Cui et al., 2007; Hendry et al., 1974). TrkA endosomes in

axons move exclusively in a retrograde manner, from distal

axons to cell bodies (Figure 2C; Movies S1, S3, and S4). This

is expected because trafficking of NGF-containing endosomes

in axons is dependent on the retrograde motor protein dynein

(Heerssen et al., 2004). We noted that TrkA endosomes in the

same axon frequently paused at similar or identical locations

(Movies S1, S3, and S4). Faster endosomes more quickly tra-

versed the length of the axon, whereas slower endosomes

typically exhibited frequent pauses or became stationary for

the duration of the recording (Figures 1E and S1C; Movie S1).

We observed that TrkA endosomes retrogradely trafficked

from distal axons first arrive in cell bodies between 15 and

30 min following NGF application to distal axons (data not

shown). Upon arrival in the soma, labeled endosomes slow

down or halt, resulting in their accumulation within cell bodies

(Movies S2, S3, S4, and S5). We photobleached accumulated

endosomes within the soma to monitor movement of endo-

somes that were newly transported from the axon into the

soma, and this revealed that TrkA endosomes within the soma

move at an average rate of 0.14 ± 0.02 mm/s (Figure 2A). Many

somatic endosomes were localized to a perinuclear region

where they did not exhibit appreciable movement (Figure S1A).

Peripherally located somatic endosomes were often observed

moving fromcell body todendrites afterminor pauses (MovieS3).

We determined that 4.2% ± 0.3% of TrkA endosomes in the so-

matodendritic compartment 3 hr after NGF application to distal

axons were in dendrites. Thus, we next used the live-cell TrkA

endosome assay to monitor TrkA endosome movement within

dendrites (day in vitro [DIV] 14–16) that were identified via

post hoc MAP2 immunocytochemistry (ICC) (Figure 1G). We

observed that distal-axon-derived TrkA endosomes within den-

drites move in a bidirectional manner (Figures 1D and 1F; Movies

S4 and S5), representing a fundamental difference from the

manner in which TrkA endosomes travel within axons (Figure 2C;

Movie S5). Although dendritic TrkA endosomes are capable of

moving at rates that are comparable to those in axons (Fig-

ure S1B), their unique dynamics (i.e., frequent direction changes

and oscillatorymovements) result in an overall lower average rate

of movement (Figure 2A) and a lower net displacement as a func-

tion of time compared to endosomes in axons (Figure 2B). This

distinction is readily appreciated upon visualization of dendritic

TrkA endosome dynamics in real time as they tend to hover

around small regions of dendrite, in contrast to the much longer

distances covered by TrkA endosomes in axons (Figures 1E

and1F;MoviesS4andS5). Furthermore,weobservedasubstan-

tial subset (�20%) of distal-axon-derived Flag-TrkA endosomes

within dendrites that remain stationary (Figure 1F; Movies S4 and

S5). However, this is not the fate of the majority of dendritic TrkA

endosomes, which maintain mobility (Figure 2D) and may even

return to the soma (Movie S5). These experiments show that

the dynamics of movement of distal-axon-derived TrkA endo-

somes differ markedly within cellular compartments.
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Distal-Axon-Derived TrkA Endosomes in Dendrites Are
Signaling Competent and Located Near PSDs
The current view of NGF signal transduction is that TrkA endo-

somes carry critical retrograde signals from the periphery to cell

bodies of sympathetic neurons (Barford et al., 2016; Harrington

et al., 2011). Therefore, we asked whether TrkA endosomes

Figure 1. Live-Cell Imaging Reveals Distinct

TraffickingDynamicsofDistal-Axon-Derived

TrkA Endosomes in Different Neuronal

Compartments

(A) Schematic of the live-cell Flag-TrkA endosome

visualization assay to assess movement of TrkA

endosomes in axons, soma, and dendrites of

sympathetic neurons.

(B) Live-cell images of TrkA endosomes in TrkAFlag

neurons (left) and wild-type neurons (right).

(C) Individual Flag-TrkA endosomes in axons

tracked in real timemoving retrogradely from distal

axons (DA) toward the cell body (CB).

(D) Individual Flag-TrkA endosomes in dendrites

tracked in real time moving toward the distal

dendrite (DD), some switching directions and

moving toward the CB. In (C) and (D), each image

represents a frame acquired every 3.0 s. Arrows

denote one endosome over time.

(E) Kymograph of Flag-TrkA endosome movement

in axons from time-lapse images acquired every

2.3 s.

(F) Kymograph of Flag-TrkA endosome movement

in dendrites from same video in (E). In (E) and (F),

spatial and temporal scale are the same.

(G) Live-cell Flag-TrkA endosomes align with post

hoc IHC for MAP2, a dendritic marker.

(H) Retrogradely trafficked TrkA endosomes are

found throughout the MAP2+ dendritic arbor of

sympathetic neurons. See also Figure S1.

that traffic into dendrites are signaling

competent. TrkA kinase activation re-

sults in autophosphorylation of specific

TrkA tyrosine (Y) residues, including

Y490 and Y785. Once phosphorylated,

these TrkA phosphotyrosine motifs re-

cruit adaptor and effector complexes to

the membrane to promote downstream

NGF/TrkA signaling pathways, including

the Ras/ERK, PI3 kinase, and PLCg path-

ways (Barford et al., 2016). Therefore, we

used antibodies directed against the

phosphorylated forms of TrkA Y490 and

Y785 (Huang et al., 2015) to assess the

extent to which TrkA endosomes in den-

drites are signaling competent.

First, specificity of the TrkA Y490 and

Y785 antibodies in this paradigm was

tested using a chemical-genetic strategy

with compartmentalized cultures of sym-

pathetic neurons from TrkAF592A mice.

TrkAF592A mice harbor a single phenylala-

nine-to-alanine amino acid substitution

in the TrkA protein kinase domain, which allows TrkAF592A, but

not wild-type TrkA, catalytic activity to be selectively blocked

by the membrane-permeable small molecule 1NMPP1 (Chen

et al., 2005), thereby providing a means of selective inhibition

of TrkA autophosphorylation and signaling. Indeed, we observed

nearly complete loss of P-TrkA (Y490) and P-TrkA (Y785)

88 Cell Reports 19, 86–100, April 4, 2017



immunoreactivity in TrkAF592A neurons treated with 1NMPP1 but

no change in the number of P-TrkA puncta in 1NMPP1-treated

wild-type neurons (Figures 3A and S2A–S2D). We conclude

that the antibodies directed against the phosphorylated forms

of TrkA Y490 and Y785 specifically label these phospho-TrkA

motifs in our ICC experiments.

Next, we used these specific phospho-TrkA antibodies to ask

whether distal-axon-derived TrkA endosomes in dendrites are

signaling competent by performing P-TrkA staining on compart-

mentalized TrkAFlag neurons after NGF application to distal

axons. Following a 2- to 4-hr incubation period to allow accumu-

lation of retrogradely transported Flag-TrkA endosomes and

P-TrkA puncta within dendrites, �34% of Flag-TrkA endosomes

in dendrites were found to be P-TrkA (Y785) positive and �15%
were P-TrkA (Y490) positive (Figures 3B–3D) at this time point.

Flag-TrkA endosomes that are not P-TrkA (Y785) or P-TrkA

(Y490) positive may represent TrkA endosomes returning to

the cell body or endosomes on the pathway to lysosomal degra-

dation (Hu et al., 2015). Conversely, P-TrkA endosomes that are

not Flag-TrkA positive likely represent NGF-activated TrkA not

bound by Flag antibody during the pulse application of Flag anti-

body to distal axons.

The presence of signaling-competent TrkA endosomes in

dendrites lends support to the idea that distal-axon-derived

TrkA endosomes within dendrites contribute to synapse forma-

tion and/or maintenance. To explore the relationship between

Figure 2. Comparison of TrkA Endosome

MovementDynamicswithinDifferentCellular

Compartments

(A) The average rate of movement of Flag-TrkA

endosomes tracked in axons, cell bodies, and

dendrites, including stationary endosomes. Krus-

kal-Wallis test, p < 0.0001, F(2,90) = 41.00; post hoc

Dunn’s multiple-comparison test: for axon versus

cell body (CB), ****p < 0.0001; for axon versus

dendrite, **p < 0.001; for CB versus dendrite,

**p < 0.001.

(B) Quantification of relative distance traveled

by endosomes in each cellular compartment

(displacement over total net movement). Kruskal-

Wallis test, p < 0.0001, F(2,89) = 57.72; post hoc

Dunn’s multiple-comparison test: for axon versus

CB, ****p < 0.0001; for axon versus dendrite,

****p < 0.0001. (A and B) n(axon) = 32, n(CB) = 30,

n(dendrite) = 31.

(C) Histogram denoting the number of times an

individual endosome changes its direction.

(D) Frequency distribution of the rate (micrometers

per second) of TrkA endosomes within dendrites.

The first bin is categorized as stationary. Bin size is

0.15 mm/s. See also Figure S1.

Graphs are data presented as the mean, with er-

rors bars representing ± SEM.

TrkA endosomes and dendritic synapses,

we determined the extent to which den-

dritic TrkA endosomes derived from distal

axons are localized in close proximity to

PSDs. Following NGF application solely

to distal axons of sympathetic neurons, Flag-TrkA endosomes

were often observed adjacent to membrane-associated guany-

late kinase (MAGUK)-positive PSDs throughout the dendritic

arbor (Figure 3E). In the same experimental paradigm, double-la-

beling ICC experiments revealed a non-random, close spatial

relationship, with some co-localization, between P-TrkA (Y785)

signaling-competent endosomes and PSDs labeled with both

MAGUK (Figures 3F–3H) and Homer1 (Figure S2E). A nearest-

neighbor analysis comparing the spatial relationship between

the different puncta types showed that the proximity of

signaling-competent TrkA endosomes (P-TrkA [Y785] puncta)

to MAGUK puncta is considerably closer than what would be ex-

pected by chance alone (Figures 3G, 3H, S2F, and S2G). This

intimate spatial relationship between TrkA endosomes and

PSDs within dendrites suggests that distal-axon-derived TrkA

signaling endosomes are poised to promote or maintain PSD

component clustering or function.

Distal-Axon-Derived Endosomes Are Signaling
Competent in Dendrites of Postganglionic Neurons in
Sympathetic Ganglia In Vivo
We next sought to determine whether distal-axon-derived TrkA

endosomes are trafficked into sympathetic neuron dendrites

in vivo. To this end, we analyzed endosomes derived from

sympathetic neuron axonal terminals innervating the eye, a

major target of the SCG. Injection of fluorescently conjugated
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Figure 3. Distal-Axon-Derived TrkA Endosomes in Dendrites Are Signaling Competent and Localized in Close Proximity to PSDs

(A) Images of TrkAF592A cell bodies immunostained for P-TrkA (Y785) puncta in both vehicle (top left) and 1NMPP1 (top right) conditions, as well as cell bodies

immunostained for P-TrkA (Y490) puncta in both vehicle (bottom left) and 1NMPP1 (bottom right) conditions, showing specificity of P-TrkA antibodies.

(B–H) Panels represent data 3–6 hr after NGF application to the distal-axon compartment. (B and C) Images illustrating co-localization of retrograde Flag-TrkA

endosomes and P-TrkA (Y785) (B) and Y490 (C) in dendrites. (C) is same scale as (B). (D) Quantification of co-localization between retrogradely trafficked Flag-

TrkA endosomes and P-TrkA (Y785) and P-TrkA (Y490) (n = 3). (E) Images of distal-axon-derived Flag-TrkA endosomes (top) in close proximity to the PSD protein

MAGUK (middle) in dendrites of sympathetic neurons. (F) High-magnification image of P-TrkA puncta (left) within dendrites in close proximity to MAGUK puncta

(legend continued on next page)
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wheat germ agglutinin (WGA) into the anterior chamber of the

eye resulted in its uptake into endosomes at sympathetic

neuron distal axons and retrograde transport within sympa-

thetic neuron axons, into cell bodies of the SCG, and ultimately

into SCG sympathetic neuron dendrites (Figures 4A–4D).

WGA-containing endosomes were confined to the ganglion

ipsilateral to the injected anterior chamber, and not present

in the contralateral ganglion (Figure 4B). Because sympathetic

neurons project exclusively to ipsilateral targets, this finding in-

dicates that uptake and transport occurs from the target region

via sympathetic neuron axons (Figure 4C) and not via leak into

the circulatory system, which would be expected to result in

direct uptake at the soma of both ipsilateral and contralateral

ganglia. The appearance of WGA vesicles in both soma and

dendrites of neurons in the ipsilateral ganglion occurred within

16 hr postinjection (Figure 4D), consistent with the previously

described timing of retrograde transport of NGF from distal

target innervating axonal terminals to SCG cell bodies (Hendry

et al., 1974). To ask whether TrkAFlag receptors endocytosed at

the distal axon were transported into dendrites, we performed

the WGA eye injection assay on adult TrkAFlag mice and indeed

observed that endosomes with retrogradely transported WGA

protein co-localized with Flag-TrkA-labeled puncta in neuronal

dendrites (Figures 4E and 4G). We confirmed that Flag staining

in SCG tissue is specific to TrkAFlag mice, observing no labeled

puncta in wild-type animals (Figure 4H). These observations

support the idea that TrkA endosomes are trafficked retro-

gradely from sympathetic axon terminals into SCG dendrites

in vivo.

We next asked whether target-derived TrkA endosomes

observed in vivo are signaling competent by combining the

WGA eye injection retrograde tracing assay with P-TrkA (Y785)

immunohistochemistry (IHC). Indeed, as the in vitro findings

suggested, co-localization between WGA-positive vesicles and

P-TrkA-positive puncta was observed (Figures 4F and 4G). The

number of WGA vesicles transported into dendrites was not

significantly different for Flag-TrkA or P-TrkA experiments (Fig-

ure S3C). Moreover, the specificity of the P-TrkA antibody in

these in vivo experiments was confirmed using chemical-genetic

TrkAF592A mice (Figures 4I, S3A, and S3B). Thus, TrkA endo-

somes found in dendrites of sympathetic neurons are derived

from distal axons and signaling competent.

Signaling-Competent Endosomes Are Found within
Dendrites and in Close Proximity to SCG Neuron
Synapses throughout Development
If retrogradely transported NGF-TrkA endosomes signal locally

within dendrites to promote formation and maintenance of syn-

aptic connectivity, then we would expect to find signaling-

competent endosomes within dendrites of sympathetic neurons

not only throughout the period of robust synapse development

but later as well. Utilizing TH2a-CreER; R26-LSL-YFP (Ai3) mice

(Abraira et al., 2017) and postnatal tamoxifen injection to achieve

sparse genetic labeling of sympathetic neurons and their den-

drites within the SCG (Figures S4A and S4B), we observed the

presence of P-TrkA (Y785) puncta associated with sympathetic

neuron dendrites at all examined postnatal ages: postnatal day

7 (P7), P14, P21, and P42–P56 (Figure 5A). We note that both

the number of P-TrkA (Y785) puncta (Figure 5B) and the number

of synapses (immunohistochemically defined asHomer1-VAChT

double-positive puncta) within dendrites increase between

developmental (P14) and young adult (P42–P56) ages (Figures

5C and S4C). These findings suggest that TrkA signals are prop-

agated within dendrites during the most robust stages of den-

dritic growth (Voyvodic, 1987) and synapse formation (Smolen

and Raisman, 1980) as well as during periods of final synapse

formation (Smolen and Raisman, 1980), maturation, and mainte-

nance (Heath et al., 1992).

We next asked whether there is a close relationship be-

tween TrkA signaling endosomes and synaptic proteins in vivo.

Indeed, we found that P-TrkA (Y785) puncta within sympathetic

neuron dendrites are in close proximity to presynaptic cholin-

ergic terminals of preganglionic sympathetic neurons as

measured by VAChT labeling (Figure 5A). Interestingly, the per-

centage of P-TrkA endosomes that were within 1 mm of a VAChT

punctum increased from �30% at early developmental stages

(P7–P14) to �45% at later stages (P21–P56). A similar in-

crease was observed with presynaptic and postsynaptic pro-

teins; the percentage of Homer1 puncta located within 1 mm of

a VAChT punctum increased from �50% to �80% during

this period (Figures 5D and 5E). Together, these findings

suggest that distal-axon-derived TrkA endosomes are traf-

ficked into dendrites both in vitro and in vivo, where they are

signaling competent and located in close proximity to nascent

synapses.

Inhibition of TrkA Kinase Activity Selectively within the
SCG Decreases Synapse Number and Function
Our findings, together with previous observations (Sharma et al.,

2010), support a model in which dendritic TrkA endosomes

function within the somatodendritic compartment, and possibly

within dendrites themselves, to promote synapse formation and

maintenance. To test this model, we asked whether inhibiting

TrkA kinase activity selectively within the ganglion, but not in

distal axons, would alter the number of dendritic synapses found

at P21, an age at which postganglionic sympathetic neuron

dendrites are elaborate with an abundance of mature synapses,

yet new synapses continue to develop (Figure 5C) (Smolen and

Raisman, 1980; Voyvodic, 1987). As previously demonstrated,

TrkA kinase activity can be specifically and efficiently inhibited

in TrkAF592A mice by administering 1NMPP1, and the extent

and localization of TrkA inhibition can be monitored by IHC using

the specific P-TrkA (Y785) antibody (Figures 3A and 4I). To

restrict inhibition of TrkA signaling to the somatodendritic

(middle). (G) Histogram of nearest-neighbor analysis of nearest MAGUK puncta to P-TrkA (Y785) puncta. (H) Population-level analysis comparing the proximity of

P-TrkA (Y785) andMAGUK puncta to that expected by chance, represented on the y axis as 1. Transparent band shows 99% confidence intervals determined by

bootstrapping. (G and H) n = 22 dendrites, 4 chambers, 2 independent experiments. (A–F) MAP2 ICC is in blue. See also Figure S2.

Graphs are data presented as the mean, with errors bars representing ± SEM.
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Figure 4. Distal-Axon-Derived, Signaling-Competent TrkA Endosomes Are Localized within Sympathetic Neuron Dendrites In Vivo

(A) Schematic of the assay used to track retrograde vesicle transport from the ipsilateral sympathetic target field to postganglionic neuron CBs and dendrites.

WGA-555 injected into the anterior chamber of the eye is endocytosed by sympathetic neuron distal axons and transported retrogradely to the CBs and dendrites

of sympathetic neurons residing in the SCG, located where the carotid artery branches into internal and external branches (red).

(B) Specific WGA-555 labeling of neurons in the ipsilateral ganglion (left) but not the contralateral (right).

(C) WGA-555 vesicles in sympathetic axons.

(D) WGA-555 vesicles in MAP2+ dendrites.

(E) Retrogradely trafficked WGA vesicles are co-localized with Flag-TrkA puncta in dendrites 16 hr postinjection.

(F) Retrogradely trafficked WGA vesicles are co-localized with P-TrkA puncta in dendrites 16 hr postinjection. (E) is same scale as (F).

(legend continued on next page)
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compartment of SCG neurons we developed a procedure in

which 1NMPP1 incorporated into poly-lactic-co-glycolic-acid

(PLGA)microspheres is injected directly into the SCG (Figure 6A).

PLGA microspheres are a biodegradable drug delivery vehicle

that release incorporated molecules as they undergo hydrolysis

in aqueous environments (Makadia and Siegel, 2011) and are

thus ideal for sustained and local 1NMPP1 release. To ensure

specificity of the approach, we performed a series of control

experiments: First, we confirmed that PLGA-1NMPP1 micro-

spheres effectively inhibit TrkA signaling in cultured sympathetic

neurons obtained from TrkAF592A mice but not wild-type mice

(Figures S6E and S6I). Second, successful spatial inhibition of

TrkA kinase activity and minimal effects from drug diffusion

were confirmed in experiments that showed a dramatic loss of

P-TrkA (Y785) puncta in neurons only within the injected ganglia,

not in neurons of contralateral ganglia, of TrkAF592Amice (Figure

6B), and no obvious differences in P-TrkA (Y785) levels in

tyrosine hydroxylase (TH)-positive axons innervating the ipsilat-

eral iris (Figure 6D). Third, we confirmed pharmaco-genetic

specificity of the approach by observing no inhibition of P-TrkA

signaling in wild-type mice injected with PLGA-1NMPP1 micro-

spheres or in TrkAF592A mice injected with control microspheres

(Figures 6C and S5A). Thus, 1NMPP1-loaded PLGA micro-

spheres injected into the SCG enables specific inhibition of

TrkA kinase activity exclusively within proximal axons, cell

bodies, and dendrites of sympathetic neurons of the injected

ganglion and not within distal axons or neighboring tissues.

Remarkably, inhibition of somatodendritic TrkA kinase activity

for only 6–8 hr resulted in a marked reduction in the number of

postsynaptic Homer1 puncta and presynaptic VAChT puncta

in injected ganglia as compared to uninjected, contralateral

ganglia (Figures 6E, 6F, and 6G). Importantly, this reduction

was observed only in TrkAF592A mice, not in wild-type mice, in-

jected with 1NMPP1-loaded microspheres (Figures 6E, 6F, 6G,

and S5B). We next asked whether the decrease in SCG synap-

ses following TrkA kinase inhibition in the somatodendritic

compartment in vivo was associated with a corresponding func-

tional disruption of SNS function. For this, we examined the eye

region of treated animals because interruption of SNS circuitry

results in ptosis, or eyelid droop, a symptomobserved in patients

with Horner’s syndrome (Fields and Barker, 1992). Strikingly,

ptosis was observed in the ipsilateral, but not contralateral eye

of TrkAF592A animals injected with 1NMPP1-loaded PLGAmicro-

spheres. This phenotype was not observed in mice injected with

control microspheres or in wild-type mice receiving PLGA-

1NMPP1 microspheres (Figures 6H, 6I, and S5I). These experi-

ments demonstrate that local TrkA endosome signaling, within

the somatodendritic compartment of sympathetic neurons, is

necessary for the proper number of synaptic complexes associ-

ated with dendrites as well as for SNS function in vivo.

Local TrkA Kinase Activity within Dendrites Is Required
for PSD Maintenance
Our findings revealed a requirement of retrograde NGF-TrkA

signaling within cell bodies, dendrites, or both, for synapsemain-

tenance in vivo. The presence of signaling-competent TrkA en-

dosomes in dendrites and their close proximity to synapses

in vivo and PSDs in vitro support the notion that TrkA endosome

signaling within dendrites themselves promotes synapse main-

tenance. To distinguish between a requirement for TrkA endo-

some signaling in cell bodies or dendrites for synapse mainte-

nance, we devised an experiment in which the effect of TrkA

kinase activity inhibition solely within dendrites can be assessed.

We adapted the use of 1NMPP1-loaded PLGA microspheres for

in vitro microfluidic, compartmentalized sympathetic neuron ex-

periments. To first test their efficacy, a large number of 1NMPP1-

PLGAmicrospheres were applied exclusively to the somatoden-

dritic compartment of cultured TrkAF592A sympathetic neurons,

thereby attaining sustained TrkA kinase inhibition within this

compartment while simultaneously applying NGF solely to the

distal-axon compartment. PLGA-1NMPP1 microspheres, but

not control PLGA microspheres, eliminated P-TrkA (Y785)

puncta observed in cell bodies and dendrites of TrkAF592A sym-

pathetic neurons (Figures S6E and S6G). Importantly, P-TrkA

immunoreactivity, and thus TrkA signaling, was observed at

normal levels in distal axons, indicating the spatial specificity

of this approach (Figure S6D).

To achieve selective inhibitionwithin dendritic locales, a limiting

number of biotinylatedPLGA-1NMPP1microsphereswas applied

to the somatodendritic compartment of neurons grown on strep-

tavidin-coated coverslips, thus anchoring the microspheres and

ensuring release of 1NMPP1 in the same locations for the duration

of the experiment (Figures 7A and 7B). Biotinylation did not alter

the effectiveness of 1NMPP1-PLGA microspheres on TrkAF592A

kinase inhibition (Figure S6F). After 6–8 hr of biotinylated PLGA-

1NMPP1microsphere application, wemeasured the distance be-

tween the center of manually identifiedmicrospheres and fluores-

cent puncta above a specified intensity within dendrites. These

experiments revealed a greater than 2-fold increase in the dis-

tance between the locations of PLGA-1NMPP1 microspheres

and P-TrkA puncta compared to that of control PLGA micro-

spheres and P-TrkA puncta (Figures 7C and 7E), indicating effec-

tive, local inhibition of TrkA kinase activities within small regions

of dendrites. Importantly, the number of P-TrkA puncta within

neuronal cell bodies in control and PLGA-1NMPP1 microsphere

conditions was not significantly different (Figures 7D and 7G).

We also ensured that these results were not skewed by a differ-

ence in the distance between the microspheres and dendrites in

the control and drug conditions (Figures 7F and 7I).

Having shown that PLGA-1NMPP1 microspheres could be

used as a platform of sustained, focal 1NMPP1 release to create

(G) Quantification of (E) and (F); n = 3 animals.

(H) 5-mm sections of SCG tissue immunostained for Flag-TrkA and labeled with Hoechst (bottom), showing specific Flag puncta, not in wild-type (left) but only in

TrkAFlag (right) animals.

(I) 3-mm sections of SCG tissue immunostained for P-TrkA (Y785) and MAP2 of both WT (left) and TrkAF592A (right) animals treated with intraperitoneal (IP) in-

jections of either vehicle (top) or 1NMPP1 (bottom). There is specific reduction of P-TrkA puncta in 1NMPP1-treated TrkAF592A but not control animals. See also

Figure S3.

Graphs are data presented as the mean, with errors bars representing ± SEM.
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Figure 5. TrkA Signaling Endosomes Are Found in Dendrites and in Close Proximity to Synapses throughout Development In Vivo

(A) Dendrites of TH2A-CreER;R26LSL-YFP (Ai3) sparsely labeled cells in the SCG at developmental time points P7, P14, P21, and P42–P56 immunostained for P-TrkA

(Y785) (left) and VAChT (left middle). Arrowheads denote P-TrkA (Y785) puncta found in dendrites close to VAChT puncta.

(B) Quantification of the number of P-TrkA puncta per square micrometer of labeled dendrite. One-way ANOVA, F(3,11) = 3.845, p < 0.05; post hoc Tukey’s

multiple-comparison test: *p < 0.05.

(C) Quantification of the number of co-localized Homer1 and VAChT puncta per squaremicrometer of labeled dendrite. One-way ANOVA, F(3,11) = 5.147, p < 0.05;

post hoc Tukey’s multiple-comparison test: *p < 0.05.

(D) Histograms of the distance between P-TrkA puncta and the nearest VAChT punctum within labeled dendrites.

(E) Histograms of the distance between Homer1 puncta and their nearest VAChT punctumwithin labeled dendrites. (D and E) Bin size is 0.1 mm. See also Figure S4.

Graphs are data presented as the mean, with errors bars representing ± SEM.
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Figure 6. Somatodendritic TrkA Kinase Inhibition Results in Decreased Synaptic Puncta in the SCG

(A) Schematic of the assay used to inhibit TrkA signaling in the somatodendritic compartment of postganglionic neurons in vivo: injection of 1NMPP1-loaded

PLGA microspheres into one (ipsilateral) SCG of TrkAF592Amice. All analyses were performed 6–8 hr after injection.

(B) Reduction of P-TrkA puncta in the injected ganglion (right), but not the contralateral ganglion (left) of TrkAF592Amice. No changes of P-TrkA level was observed

in TrkAF592A mice injected with control PLGA microspheres.

(C) Quantification of number of ipsilateral P-TrkA puncta compared to number of contralateral P-TrkA puncta in PLGA microsphere or PLGA-1NMPP1 micro-

sphere-injected TrkAF592Aand wild-type (WT) mice. One-way ANOVA, F(3,21) = 8.091, p < 0.001; post hoc Tukey’s multiple-comparison test: *p < 0.05.

(D) Similar level of P-TrkA (Y785) staining in TH+ sympathetic axons innervating the iris was observed in both contralateral (left) and ipsilateral (right) target fields in

TrkAF592A mice injected with either PLGA microspheres or PLGA-1NMPP1 microspheres.

(E) Reduction of VAChT and Homer1 puncta in the ipsilateral ganglion (right), but not the contralateral ganglion (left) of TrkAF592Amice.

(legend continued on next page)
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small pockets of local TrkA kinase inhibition, we next asked

whether TrkA kinase signaling in dendrites, the soma, or both,

is required tomaintain PSD clusters. If P-TrkA signaling is neces-

sary within dendrites to maintain PSDs, we would expect to find

a decrease of MAGUK clusters in areas of TrkA kinase inhbi-

tion. Indeed, we found a significant increase in the distance

from 1NMPP1 microspheres to the nearest MAGUK puncta

within dendrites, compared to dendrites of neurons exposed

to control microspheres (Figures 7C and 7H). Taken together,

these findings indicate that distal-axon-derived TrkA endosome

signaling within dendrites is necessary for maintenance of PSD

clusters.

DISCUSSION

How synaptic connections are formed and maintained is a cen-

tral question in neuroscience. Here, a live-cell imaging assay

was used to reveal that TrkA endosome trafficking in sympa-

thetic neuron axons, cell bodies, and dendrites is remarkably

distinct with respect to kinetics of movement and directionality.

Moreover, signaling-competent TrkA endosomes are often

found within close proximity to synapses of sympathetic neuron

dendrites in vitro as well as sympathetic neuron dendrites

in vivo, throughout development. A chemical-genetic approach

to locally inhibit TrkA kinase activity within the SCG in vivo was

used to reveal the necessity of somatodendritic TrkA signaling

for maintenance of both postsynaptic and presynaptic struc-

tures. The loss of somatodendritic TrkA signaling and synapses

leads to ptosis, indicative of a deficit in SNS function. Impor-

tantly, spatially restricted chemical-genetic inhibition of TrkA

signaling within dendrites in vitro showed that TrkA endosome

signaling within sympathetic neuron dendrites supports the

maintenance of PSD clusters. Together, our findings show

that peripheral target fields govern synaptic connectivity be-

tween preganglionic and postganglionic sympathetic neurons

through distal-axon-derived TrkA endosomes that traffic the

entire length of postganglionic sympathetic neurons to signal

locally, within their dendrites, to promote and maintain synap-

ses (Figure S7).

TrkA Endosome Dynamics Reflect Function
We observed that TrkA endosomes in axons, cell bodies, and

dendrites move in a markedly different manner. In agreement

with quantum dot-NGF tracking studies in sensory neurons

(Cui et al., 2007), we found that TrkA endosomes within sympa-

thetic neuron axons move solely retrogradely and in a saltatory

manner with highly variable rates and intermittent pauses. Within

axons, NGF endosomes are actively transported along uniformly

oriented microtubules (Maday et al., 2014) by the motor protein

dynein (Heerssen et al., 2004). In contrast to movement dy-

namics observed in axons, we found bidirectional movement

of distal-axon-derived TrkA endosomes within dendrites.

Presuming the motor protein dynein underlies dendritic endo-

some trafficking, the bidirectionality of TrkA endosomes within

dendrites may be explained by the mixed polarity of microtu-

bules within that cellular compartment (Baas et al., 1991;

Yau et al., 2016). Thus, we speculate that the distinct movement

dynamics of TrkA endosomes within different cellular com-

partments reflects differences in cytoskeletal organization

and dynein-microtubule interactions. Also, in contrast to axonal

endosomal movement, TrkA endosomes in dendrites exhibit

frequent oscillatory pauses in relatively small areas of the

dendrite. Examination of mitochondrial motility has revealed

similar findings; mitochondria in dendrites have a smaller excur-

sion length than those in axons, whichmay be reflective of higher

metabolic demands within dendrites (Li et al., 2004; Overly et al.,

1996). It is likely that TrkA endosome dynamics also

reflect functional requirements within different regions of the

cell; the unidirectional and processive movement of TrkA

endosomes in axons may reflect the necessity of retrograde

transport to cell bodies to support somatic signaling, gene

expression, and survival, whereas the movement of TrkA endo-

somes in dendrites may reflect their function in that compart-

ment for promoting and maintaining clustering of PSD proteins

at synapses.

An interesting observation is that a substantial number of

dendritically localized TrkA endosomes (�25%) are stationary.

These endosomes may be targeted for degradation, and,

consistent with this, stationary mitochondria in neuronal pro-

cesses are thought to be targeted for proteasomal degradation

upon disengagement from motor complexes (Wang et al.,

2011). Alternatively, stationary TrkA puncta in dendrites may

reflect receptors that have been re-inserted or anchored to

the plasma membrane (K.M.L. and D.D.G., unpublished data);

some of these are phospho-TrkA positive, which suggests

they could act as signaling platforms to recruit PSD proteins.

Further work addressing how the signaling state of TrkA endo-

somes affects their metabolism and dynamics may clarify this

issue and provide insight into how TrkA endosome movement

within dendrites corresponds to function. Noting that the main-

tenance of retrograde transport of NGF-containing endosomes

in axons is independent of TrkA kinase activity (Ye et al., 2003), it

will be interesting in the future to determine whether non-phos-

phorylated TrkA endosomes in dendrites are halted or return to

the soma, and whether re-phosphorylation results in active

movement or targeted transportation to dendrites. The present

work indicates that endosomes of the same origin move differ-

ently depending on their cellular location, which likely reflects

distinct states of TrkA activity and distinct functions within

different regions of the neuron.

(F and G) Quantification of number of ipsilateral SCG Homer1 (F) and VAChT (G) puncta compared to the number of contralateral SCG Homer1 (F) and VAChT

(G) puncta in either PLGA microsphere or PLGA-1NMPP1 microsphere-injected TrkAF592A and WT mice. Homer1: one-way ANOVA, F(3,21) = 10.06, p < 0.0005;

post hoc Tukey’s multiple-comparison test: *p < 0.05. VAChT: one-way ANOVA, F(3,21) = 10.06, p < 0.005, post hoc Tukey’s multiple-comparison test: *p < 0.05.

(H) Representative images of ptosis in ipsilateral eyes compared to contralateral of PLGA microsphere or PLGA-1NMPP1 microsphere-injected TrkAF592A mice.

(I) Quantification of ptosis (ratio of height over width of the eye) comparing the ipsilateral eye to the contralateral eye. One-way ANOVA, F(3,14) = 10.64, p < 0.001;

post hoc Tukey’s multiple-comparison test: *p < 0.05. See also Figure S5.

Graphs are data presented as the mean, with errors bars representing ± SEM.

96 Cell Reports 19, 86–100, April 4, 2017



Figure 7. Distal-Axon-Derived TrkA Signals Locally, within Dendrites, to Maintain PSDs in Sympathetic Neurons

(A) Biotinylated-PLGA-1NMPP1 microspheres were applied to the somatodendritic compartment of DIV 14 compartmentalized TrkAF592A sympathetic neurons

cultured on coverslips precoated with streptavidin while NGF was applied to distal axons to achieve localized TrkA kinase inhibition pockets adjacent to

dendrites.

(B) Bright-field image of SCG neurons. Arrows denote PLGA-1NMPP1 microspheres.

(C) P-TrkA and MAGUK puncta in dendrites of neurons treated with PLGA (left) or PLGA-1NMPP1 (right) microspheres. White circles are drawn over micro-

spheres.

(D) P-TrkA puncta in soma of neurons treated with PLGA (left) or PLGA-1NMPP1 (right) microspheres, quantified in (G).

(E and H) Quantification of the distance between PLGA or PLGA-1NMPP1 microspheres and the nearest P-TrkA (D) or MAGUK (G) punctum; Welch’s t test,

*p < 0.05.

(F and I) Quantification of the distance between each PLGA microsphere and dendrite mask per experiment. See also Figure S6.

Graphs are data presented as the mean, with errors bars representing ± SEM.
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Long-Distance Endosome Transport and Signaling in
Dendrites May Provide a General Mechanism of Circuit
Regulation
Our findings reveal a mechanism of neural circuit modification:

target fields supply NGF to distal axons, initiating the formation

of TrkA endosomes that are trafficked from axons into the cell

body, and a subset move into dendrites where they signal

locally to promote formation and maintenance of PSD clusters.

NGF/TrkA signaling promotes PSD clustering in sympathetic

neurons in a manner that is both independent of transcription

(Sharma et al., 2010) and remarkably rapid (within 3 hr); how-

ever, the precise signals emanating from TrkA endosomes to

support PSD formation remain to be elucidated. We observed

that TrkA endosomes in dendrites are likely to signal through

multiple downstream effector pathways; dendritic TrkA endo-

somes contain phosphorylated TrkA tyrosine residues 785 and

490, which associate with distinct sets of effectors and thus

diversify the nature of the signal emanating from dendritic

TrkA endosomes. It is noteworthy that our in vivo experiments

that analyzed retrogradely trafficked WGA vesicles point to

the presence of non-TrkA-positive distal-axon-derived vesicles.

We speculate that these may contain additional signals that

instruct sympathetic neuron development, dendritic growth,

and synaptic connectivity. Members of the bone morphogenetic

protein (BMP) family are candidates for these processes, as

they appear to contribute to sympathetic neuron dendrite length

and complexity during developmental and adult periods (Majda-

zari et al., 2013). Thus, in addition to NGF, local signaling by

other target-derived cues within dendrites may provide a gen-

eral mechanism by which target fields instruct dendrite and syn-

apse development and maintenance throughout the nervous

system.

Local TrkA Signaling, within Dendrites, Is Necessary for
Synapse Maintenance and Function
Building on research implicating target-derived NGF in sympa-

thetic neuron axon growth and target field innervation, survival,

and synapse formation, the present work reveals a mechanism

by which peripheral target fields regulate synaptic connectivity

within the SNS. We found that the number of P-TrkA puncta

within dendrites is correlated with the number of synapses dur-

ing development. Moreover, using a spatially restricted and spe-

cific TrkA inhibition paradigm, we found that TrkA signaling

within the SCG is essential for both presynaptic and postsyn-

aptic specializations. In addition, blocking TrkA signaling within

the SCG, thereby disrupting synapses, has readily apparent con-

sequences—ptosis, a hallmark symptom of the SNS disorder

Horner’s syndrome. Remarkably, both the decrease in synapse

number and the ptosis phenotype resulting from TrkA inhibition

within the ganglion were observed within 6–8 hr, emphasizing

the importance of continual TrkA signaling in the somatoden-

dritic compartment for SNS circuit function. These findings indi-

cate that NGF-TrkA signaling is required in vivo, in the SCG itself,

for proper functioning of postganglionic sympathetic neurons.

This, together with the in vitro findings indicating a requirement

of TrkA signaling within dendrites for PSD maintenance, sup-

ports a model whereby target field regulation of TrkA signaling

within dendrites controls synapse development and mainte-

nance, and possibly plasticity, thereby ensuring the proper func-

tion of SNS circuits.

This type of synaptic regulation controlled by target fields

of sympathetic neurons may be at play in other neural circuits.

Cholinergic neurons of the basal forebrain, for example, rely on

target-derived NGF signaling for maintenance of their biochem-

ical and anatomical phenotype (Cuello et al., 2010; Parikh et al.,

2013), and knockdown of TrkA expression results in Alzheimer’s

disease (AD)-like symptoms in aged mice (Parikh et al., 2013;

Sanchez-Ortiz et al., 2012). Investigating synapses that form

upon forebrain cholinergic neurons may yield insight into the

role retrograde NGF-TrkA signaling plays in preserving cholin-

ergic neuron circuit function. As cholinergic neuron dysfunction

in the CNS is implicated in aging disorders such as AD as well

as developmental disorders such as Down syndrome (Schliebs

and Arendt, 2011), how synapses of cholinergic forebrain neu-

rons are formed and maintained by target fields may prove an

important area of future research. Furthermore, many autism

spectrum disorder and schizophrenia etiologies involve disrup-

tion of synapses, and more specifically, aberrant PSD proteins

within developing circuits (de Bartolomeis et al., 2014). Thus,

an exciting direction will be to determine the role of local den-

dritic signaling, orchestrated by trophic cues derived from target

fields, in synapse development andmaintenance within CNS cir-

cuits under both normal and disease states.

EXPERIMENTAL PROCEDURES

Animal Studies

Mice were handled and housed in accordance with Harvard Medical School

and Johns Hopkins University Institutional Animal Care and Use Committee

(IACUC) guidelines.

Compartmentalized Sympathetic Neuron Experiments

Dissociated SCG neurons were prepared (Wickramasinghe et al., 2008; Ye

et al., 2003) and grown in microfluidic chambers as described (Park et al.,

2006). The fixed-cell Flag-TrkA transport assay was performed as described

previously (Sharma et al., 2010). The live-cell Flag-TrkA trafficking imaging

assay used the Flag antibody (either M1 [1 mg/mL] or FlagM1-FAB [6 mg/mL])

incubated with 2 mg/mL Alexa Fluor secondary antibody, diluted in DMEM,

for 1 hr at room temperature on a shaker, prior to application to distal axons

and imaging. Imaging was done using a Yokogawa spinning-disk microscope

(Zeiss) or the Harvard Neurodiscovery Center Enhanced Neuroimaging Core

Andor Revolution Spinning-Disk Microscope, using fast piezo Z sectioning

(Prior piezo stage with 250-mm travel; Z250). Trafficking analysis was done

by manual tracking of individual endosomes using either IMARIS spot tracking

or an ImageJ MTrackJ plugin (Meijering et al., 2012).

Eye Injections

Eye injections for retrograde-labeling experiments were done using male mice

(P21) anesthetized via continuous inhalation of isoflurane (1%–3%) from a pre-

cision vaporizer for the 10-min duration of the surgery. Sixteen hours following

surgery, animals were euthanized, SCGs were removed, and standard IHC

procedures were followed.

1NMPP1 PLGA Microsphere Experiments

Control (Phosphorex; PLGA 50:50, 5-mm diameter) and 1NMPP1-loaded

microspheres (Phosphorex; PLGA 50:50, 11.5% 1NMPP1 loading, 3-mm

diameter) were biotinylated, and applied to cell body and dendrite compart-

ments of sympathetic neurons grown on coverslips plated with streptavidin.

After 1 hr, cultures were washed with DMEM to remove unbound micro-

spheres. NGF was then applied to distal axons, and cultures were incubated

at 37�C for the duration of the experiment (6–8 hr). Cultures were then fixed
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and used for ICC using standard procedures. For in vivo SCG injections of

PLGA-1NMPP1 microspheres, a Hamilton syringe was used to inject 1–5 mL

of 0.5-mg microspheres diluted in 10 mL of 0.9% saline: either control (Phos-

phorex; PLGA 50:50, 5-mm diameter) or 1NMPP1-loaded PLGA microspheres

(Phosphorex; PLGA 50:50, 11.5% 1NMPP1 loading, 3-mm diameter) were in-

jected. Six to 8 hr following surgery, animals were sacrificed, and SCGs

were removed and processed for IHC.

Statistical Analysis

Statistical analysis was done using GraphPad Prism 6 software. Comparisons

between two groups were done using Student’s t test, unless otherwise re-

ported. Non-significant p values are not reported. Data are presented as

mean ± SEM, and numbers per group are represented in bars or legends of

each panel.
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Njå, A., and Purves, D. (1978). The effects of nerve growth factor and its anti-

serum on synapses in the superior cervical ganglion of the guinea-pig.

J. Physiol. 277, 53–75.

Overly, C.C., Rieff, H.I., and Hollenbeck, P.J. (1996). Organelle motility and

metabolism in axons vs dendrites of cultured hippocampal neurons. J. Cell

Sci. 109, 971–980.

Parikh, V., Howe, W.M., Welchko, R.M., Naughton, S.X., D’Amore, D.E., Han,

D.H., Deo, M., Turner, D.L., and Sarter, M. (2013). Diminished trkA receptor

signaling reveals cholinergic-attentional vulnerability of aging. Eur. J. Neuro-

sci. 37, 278–293.

Park, J.W., Vahidi, B., Taylor, A.M., Rhee, S.W., and Jeon, N.L. (2006). Micro-

fluidic culture platform for neuroscience research. Nat. Protoc. 1, 2128–2136.

Riccio, A., Pierchala, B.A., Ciarallo, C.L., and Ginty, D.D. (1997). An NGF-TrkA-

mediated retrograde signal to transcription factor CREB in sympathetic neu-

rons. Science 277, 1097–1100.

Ruit, K.G., and Snider, W.D. (1991). Administration or deprivation of nerve

growth factor during development permanently alters neuronal geometry.

J. Comp. Neurol. 314, 106–113.

Ruit, K.G., Osborne, P.A., Schmidt, R.E., Johnson, E.M., Jr., and Snider, W.D.

(1990). Nerve growth factor regulates sympathetic ganglion cell morphology

and survival in the adult mouse. J. Neurosci. 10, 2412–2419.

Sanchez-Ortiz, E., Yui, D., Song, D., Li, Y., Rubenstein, J.L., Reichardt, L.F.,

and Parada, L.F. (2012). TrkA gene ablation in basal forebrain results in

dysfunction of the cholinergic circuitry. J. Neurosci. 32, 4065–4079.

Schliebs, R., and Arendt, T. (2011). The cholinergic system in aging and

neuronal degeneration. Behav. Brain Res. 221, 555–563.

Senger, D.L., and Campenot, R.B. (1997). Rapid retrograde tyrosine phos-

phorylation of trkA and other proteins in rat sympathetic neurons in compart-

mented cultures. J. Cell Biol. 138, 411–421.

Sharma, N., Deppmann, C.D., Harrington, A.W., St Hillaire, C., Chen, Z.Y., Lee,

F.S., and Ginty, D.D. (2010). Long-distance control of synapse assembly by

target-derived NGF. Neuron 67, 422–434.

Smolen, A., and Raisman, G. (1980). Synapse formation in the rat superior cer-

vical ganglion during normal development and after neonatal deafferentation.

Brain Res. 181, 315–323.

Sofroniew, M.V., Howe, C.L., and Mobley, W.C. (2001). Nerve growth factor

signaling, neuroprotection, and neural repair. Annu. Rev. Neurosci. 24,

1217–1281.

Taylor, A.M., Dieterich, D.C., Ito, H.T., Kim, S.A., and Schuman, E.M. (2010).

Microfluidic local perfusion chambers for the visualization and manipulation

of synapses. Neuron 66, 57–68.

Tsui-Pierchala, B.A., and Ginty, D.D. (1999). Characterization of an NGF-P-

TrkA retrograde-signaling complex and age-dependent regulation of TrkA

phosphorylation in sympathetic neurons. J. Neurosci. 19, 8207–8218.

Voyvodic, J.T. (1987). Development and regulation of dendrites in the rat supe-

rior cervical ganglion. J. Neurosci. 7, 904–912.

Wang, X., Winter, D., Ashrafi, G., Schlehe, J., Wong, Y.L., Selkoe, D., Rice, S.,

Steen, J., LaVoie, M.J., and Schwarz, T.L. (2011). PINK1 and Parkin target Miro

for phosphorylation and degradation to arrest mitochondrial motility. Cell 147,

893–906.

Watson, F.L., Heerssen, H.M., Moheban, D.B., Lin, M.Z., Sauvageot, C.M.,

Bhattacharyya, A., Pomeroy, S.L., and Segal, R.A. (1999). Rapid nuclear re-

sponses to target-derived neurotrophins require retrograde transport of

ligand-receptor complex. J. Neurosci. 19, 7889–7900.

Wickramasinghe, S.R., Alvania, R.S., Ramanan, N., Wood, J.N., Mandai, K.,

and Ginty, D.D. (2008). Serum response factor mediates NGF-dependent

target innervation by embryonic DRG sensory neurons. Neuron 58, 532–545.

Yau, K.W., Schätzle, P., Tortosa, E., Pagès, S., Holtmaat, A., Kapitein, L.C.,

and Hoogenraad, C.C. (2016). Dendrites in vitro and in vivo contain microtu-

bules of opposite polarity and axon formation correlates with uniform plus-

end-out microtubule orientation. J. Neurosci. 36, 1071–1085.

Ye, H., Kuruvilla, R., Zweifel, L.S., and Ginty, D.D. (2003). Evidence in support

of signaling endosome-based retrograde survival of sympathetic neurons.

Neuron 39, 57–68.

100 Cell Reports 19, 86–100, April 4, 2017



Developmental Cell

Article

Llgl1 Connects Cell Polarity with Cell-Cell
Adhesion in Embryonic Neural Stem Cells
Yves Jossin,1,5,7,* Minhui Lee,2,3,7 Olga Klezovitch,2,7 Elif Kon,5 Alexia Cossard,5 Wen-Hui Lien,2,3,6 Tania E. Fernandez,2

Jonathan A. Cooper,1,3 and Valera Vasioukhin2,3,4,8,*
1Division of Basic Sciences
2Division of Human Biology
Fred Hutchinson Cancer Research Center, Seattle, WA 98109, USA
3Molecular and Cellular Biology Program
4Department of Pathology, Institute for Stem Cell and Regenerative Medicine

University of Washington, Seattle, WA 98195, USA
5Mammalian Development & Cell Biology Unit, Institute of Neuroscience, Université Catholique de Louvain, 1200 Brussels, Belgium
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SUMMARY

Malformations of the cerebral cortex (MCCs) are
devastating developmental disorders. We report
here that mice with embryonic neural stem-cell-spe-
cific deletion of Llgl1 (Nestin-Cre/Llgl1fl/fl), amamma-
lian ortholog of the Drosophila cell polarity gene lgl,
exhibit MCCs resembling severe periventricular het-
erotopia (PH). Immunohistochemical analyses and
live cortical imaging of PH formation revealed that
disruption of apical junctional complexes (AJCs)
was responsible for PH in Nestin-Cre/Llgl1fl/fl brains.
While it is well known that cell polarity proteins
govern the formation of AJCs, the exact mechanisms
remain unclear.We show that LLGL1directly binds to
and promotes internalization of N-cadherin, and
N-cadherin/LLGL1 interaction is inhibited by atypical
protein kinase C-mediated phosphorylation of
LLGL1, restricting the accumulation of AJCs to the
basolateral-apical boundary. Disruption of the
N-cadherin-LLGL1 interaction during cortical devel-
opment in vivo is sufficient for PH. These findings
reveal a mechanism responsible for the physical
and functional connection between cell polarity and
cell-cell adhesion machineries in mammalian cells.

INTRODUCTION

The cerebral cortex is a highly organized brain structure respon-

sible for acquisition and processing of information. During

normal cortical development, embryonic neural stem cells

(ENSCs) localize to the ventricular surface and organize into a

pseudostratified epithelium. These cells are highly polarized

with their cell bodies close to the ventricle and their long cyto-

plasmic processes extending radially away from the ventricle

to the pial surface of the cortex. ENSCs are connected by prom-

inent cell-cell adhesion structures called apical junctional com-

plexes (AJCs) (Chenn et al., 1998). ENSCs divide asymmetrically

in a stem-cell-like fashion to replenish themselves and to give

rise to immature neurons, which are committed to differentiation.

These daughter cells are guided by radial glia processes to

migrate away from the ventricular zone and eventually differen-

tiate to become neurons.

Abnormalities in this well-orchestrated process of cerebral

cortical development lead to malformations of the cerebral cor-

tex (MCCs), which are leading causes of drug-resistant epi-

lepsies, intellectual disability, and other cognitive disorders

(Mochida and Walsh, 2004). Primary cellular defects leading to

MCCs range from disorders of cell proliferation and cell survival

(genetic microcephaly syndromes) to defects in the integrity of

the pial surface (cobblestone dysplasia) (Mochida and Walsh,

2004). A large proportion of MCCs, including classical lissence-

phaly, lissencephaly with cerebellar hypoplasia, X-linked lissen-

cephaly with abnormal genitalia, subcortical band heterotopia

(SBH), and periventricular heterotopia (PH), exhibit abnormal

localization of cortical neurons (Francis et al., 2006; Mochida

and Walsh, 2004). PH is characterized by ectopic deposition of

neurons at the lateral ventricle, which is distinct from SBH dis-

playing ectopic layer of neurons separated from the lateral

ventricle by a layer of white matter.

While the dynamics andmechanisms of PH are not completely

understood, it is believed that impairedmigration fromthe ventric-

ular zone, abnormal proliferation and differentiation, or disruption

of the integrity of theneuroepitheliumare responsible for thisMCC

(Lian andSheen, 2015). Inactivatingmutations in humanFilaminA

(FLNA), a large actin-binding protein, are responsible for X-linked

bilateral PH in females suffering from epilepsy (Fox et al., 1998).

FLNA is responsible for cross-linking cortical actin into a three-

dimensional structure and connecting the actin cytoskeleton to

the plasma membrane. Both functions are critical for changes in

cell shape, cell adhesion, and migration (Feng and Walsh, 2004).

A microcephaly-associated variant of PH is caused by mutations

in ARFGEF2 (Sheen et al., 2004). ARFGEF2 is required for vesicle

trafficking from the trans-Golgi network and is necessary for

proper membrane delivery of E-cadherin/b-catenin components
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of the junctional complex in MDCK cells (Sheen et al., 2004). In

addition, mutations in genes encoding the receptor-ligand cad-

herin pair DCHS1 and FAT4 result in abnormal ENSC accumula-

tion, resulting in PH (Cappello et al., 2013).

To explore the role of cell polarity mechanisms in mammalian

brain development, we examined the functional significance of

the cell polarity protein Lethal giant larvae (Lgl). Lgl is an evolu-

tionarily conserved WD40 domain-containing protein that plays

a critical role in the maintenance of cell polarity downstream of

the Par3/Par6/aPKC cell polarity complex and Disheveled, an

essential mediator of Wnt signaling (Betschinger et al., 2003;

Dollar et al., 2005). Studies in Drosophila revealed that Lgl regu-

lates cell polarity by maintaining the identity of the basal and

lateral membrane domain by counteracting the activity of the

Par3/Par6/aPKC and Crumbs/Stardust-Patj protein complexes

responsible for maintenance of the apical membrane domain

(Tanentzapf and Tepass, 2003; Yamanaka et al., 2003). When

activated by Cdc42, aPKC phosphorylates and inactivates Lgl

at the apical side, while active nonphosphorylated Lgl at the

basolateral side excludes Par6/Par3 from the cellular cortex

(Betschinger et al., 2003, 2005; Plant et al., 2003).

Mammalian genomes contain two Lgl homologs, Llgl1 and

Llgl2 (Sripathy et al., 2011; Vasioukhin, 2006). Llgl1�/� mice

display severe brain disorganization and hemorrhagic hydro-

cephalus leading to neonatal death (Klezovitch et al., 2004). To

rescue hydrocephalus and analyze the role of Llgl1 in the adult

brain, we used a conditional knockout approach deleting Llgl1

in ENSCs. The mutant mice show symptoms of epilepsy, and

their brains display ectopic deposition of neurons at the ventric-

ular surface, which resembles severe cases of PH. Analyses of

Llgl1 cKO brains reveal decreased size of the AJCs in ENSCs

leading to focal disruption of neuroepithelium, formation of neu-

roepithelial rosettes, and internalization of ENSCs into the devel-

oping cortex. Internalized Llgl1 cKO ENSCs produce neurons

ectopically toward the ventricle as well as normally toward the

cortical plate. Mechanistically, we demonstrate that Llgl1

directly binds to N-cadherin and this interaction is negatively

regulated by atypical protein kinase C (aPKC)-mediated phos-

phorylation of Llgl1. We show that Llgl1 is necessary to stabilize

N-cadherin in AJCs, which are required for structural integrity of

the neuroepithelium. These findings link apical-basal cell polarity

with properly localized formation of AJCs responsible for strong

cell-cell adhesion between ENSCs.

RESULTS

Ablation of Llgl1 in ENSCs Results in Severe Brain
Malformation
To generate mice with a deletion of Llgl1 in ENSCs at the begin-

ning of neurogenesis, mice with a conditional Llgl1 allele

(Llgl1loxP/loxP) (Klezovitch et al., 2004) were crossed with mice

carrying a Nestin promoter-driven Cre recombinase (Nestin-

Cre+/�), which is expressed in CNS ENSCs starting at embryonic

day 10.5 (E10.5) (Graus-Porta et al., 2001). Western blot analysis

of total brain proteins revealed a gradual decrease in the levels of

LLGL1 starting at day E12.5 of development (Figure 1A). Levels

of ENSC marker Nestin were gradually increased, and the levels

of differentiated neuronal marker neurofilament were modestly

decreased in postnatal Llgl1 cKO brains (Figures 1A and 1B).

At birth, CNS-specific Llgl1 cKO mice were indistinguishable

from their heterozygous and wild-type littermates. Although

growth of mutant pups was delayed, their brains were approxi-

mately normal size (Figures 1C and 1D). Llgl1 cKO adult mice ex-

hibited sporadic seizures associated with falls and convulsions

(Movies S1–S4). Histological analysis of Llgl1 cKO brains re-

vealed completely penetrant disorganization of cerebral cortices

where an ectopic second layer of gray matter was formed be-

tween the white matter and the lateral ventricle (Figures 1E0,
1F0, 1G0, 1I0, and 1J0, arrows). The hippocampus in the Llgl1

cKO brains was also severely disorganized and only rudimentary

in size with theCA1–CA3 fields being especially affected (Figures

1G0 and 1H0).

Periventricular Heterotopia in Llgl1 cKO Brains
To identify the cells forming the ectopic layer of graymatter in the

cerebral cortex of Llgl1 cKO brains, we performed immunostain-

ings with cell-type-specific markers, NeuroN, a marker of differ-

entiated neurons, andGFAP, amarker of astrocytes. In 2-month-

old wild-type mice, NeuroN+ cells were localized to the cortical

plate above GFAP+ astrocytes, which lined the corpus callosum

and the axonal tracts in the white matter (Figure 2A). A similar

NeuroN+ cortical plate was located above GFAP+ astrocytes

in Llgl1 cKO brains, but the ectopic gray matter also contained

predominantly NeuroN+ cells and few GFAP+ astrocytes (Fig-

ure 2A0). Thus, we conclude that the ectopic gray matter in

Llgl1 cKO brains is composed of differentiated neurons.

To determine the developmental origin of the ectopic neurons,

we performed additional cell-type-specific stainings and bromo-

deoxyuridine (BrdU) birth-dating experiments. The Llgl1 cKO

cortical plate showed the normal features of cortical stratifica-

tion, with early-born neurons, labeled with BrdU on day E13.5

and expressing TBR1 (layer VI) and CTIP2 (layer V), positioned

below later-born neurons, labeled with BrdU on day E16.5 and

expressing BRN1 (layers II-IV) and CUX1 (layers II-IV) (Figures

2B–2G0 and S1A). However, the ectopically localized NeuN+

neurons expressed BRN1 and CUX1, with only few cells ex-

pressing TBR1 and CTIP2, and were prominently labeled with

BrdU on day E16.5 but less on E13.5, implying that the majority

of these neurons were born during late neurogenesis (Figures

2C–2G0 and S1B). Remarkably, new cell birth could still be

detected in Llgl1 cKO cortices at E18.5, when cortical neurogen-

esis was almost completed in wild-type brains (Figures 2H and

2H0). Overall, we conclude that the ectopic gray matter in Llgl1

cKO brains is composed of neurons that are mostly born during

late stages of neurogenesis and express appropriate stage-spe-

cificmarkers, while the layering of the primary cortical plate is not

grossly altered. The MCC in Llgl1 cKO brains is strikingly similar

to MCC in human patients suffering from severe PH, which is

characterized by the formation of ectopic nodules or a band of

neurons along the lateral ventricle. Remarkably, sporadic sei-

zures are one of the main symptoms of patients with PH (Lu

and Sheen, 2005). We conclude that CNS-specific Llgl1 cKO

mice develop prominent MCC, which is consistent with PH.

Mislocalization of ENSCs prior to the Formation of a
Second Cortical Neuronal Layer in Llgl1 cKO Brains
To determine the cellular mechanisms responsible for cortical

malformation in Lgl1�/� brains, we analyzed mutant mice at

482 Developmental Cell 41, 481–495, June 5, 2017



various times during embryonic development (Figure 3). During

normal neurogenesis, self-renewing ENSCs (Nestin+/Pax6+/

Tbr2–) localize at the surface of the lateral ventricles (Figures

3A and 3F). ENSCs are highly polarized cells with apical mem-

brane domains facing the ventricle (Crb3+) and long glial pro-

cesses (RC2+) pointing away from the ventricle toward the

developing cortex (Figure 3E). Endogenous LLGL1 is promi-

nently expressed and is localized to the lateral membrane

domain and the cytoplasm of ENSCs (Figure S2). During neuro-

genesis, ENSCs divide asymmetrically to self-renew and to

generate subventricular zone (SVZ) progenitors (Nestin�/
Pax6�/Tbr2+), which are committed to differentiation. SVZ pro-

genitors do not maintain AJCs and do not incorporate into the

ventricular wall. These cells reside in a position basal to the

ENSCs, somewhat removed from the ventricles (Figures 3F

and 3G, green). SVZ progenitors divide to generate post-mitotic,

immature neurons, which use radial glial processes of neural

progenitors to migrate toward the developing cortical plate,

where they differentiate into neurons (b-Tubulin III+) (Figure 3B).

To analyze the dynamics of cortical malformation in Lgl1�/�

brains we first used immunostaining with anti-Nestin and anti-

b-Tubulin III antibodies. While Nestin+ ENSCs were located nor-

mally at the edge of the ventricle in E12.5 Llgl1 cKO brains, by

E14.5 the ENSC layer was discontinuous, and small b-Tubulin

III+ neuronal nodules formed at the ventricular surface (Fig-

ure 3A0, white arrowhead). The total length of the neurogenic re-

gion was also noticeably increased in mutant brains, suggesting

a significant increase in area of the neurogenic surface (Fig-

ure 3A0). By E17.5, the ENSC niche disintegrated into distinct

foci surrounded by differentiating neurons (Figures 3B0 and

Figure 1. Severe Brain Malformation in Llgl1LoxP/LoxP/Nestin-Cre+/–, cKO Llgl1, Mice

(A and B) Western blot analysis of total protein extracts from E12.5, E17.5, P0, and 1 month-old (1 mo.) control (Ctrl) and cKO Llgl1 (cKO) brains with anti-Llgl1,

anti-Nestin, anti-Neurofilament, and anti-b-actin antibodies.

(C and D) General appearance and brains of 2-month-old control (Ctrl) and cKO Llgl1 (cKO) mice.

(E–J0) Histologic appearance of brains from 2-month-old control (Ctrl) and cKO Llgl1 (cKO) mice. Nissl staining of coronal sections at the levels of the lateral

ventricles (E–F0, I, and I0) and hippocampus (G–H0, J, and J0). Boxed areas in (F), (F0), (G), and (G0) are shown at higher magnification in (I), (I0), (J), and (J0),
respectively. GM indicates gray matter. WM indicates white matter. Arrows indicate ectopically formed layer of gray matter. Representative images from five Ctrl

and six cKO Llgl1 brains.

Bar in (E) represents 830 mm in (E) and (E0), 930 mm in (F) and (F0), 1 mm in (G) and (G0), 1.03 mm in (H) and (H0), 410 mm in (I) and (I0 ), and 212 mm in (J) and (J0).
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3C0, arrows). Nestin+ cells had largely disappeared from normal

cortex after birth, but were still detected in mutant cortex until

P5, forming a discontinuous layer in the middle of the developing

cortex (Figure 3D0, arrow). At the cellular level, wild-type ENSCs

display their apical membrane domains facing the ventricle

(Crb3+) and radial glial processes extending toward the cortical

plate (Figure 3E). In contrast, Llgl1 cKO ENSCs that were mislo-

calized to the inside of the developing cortices contained apical

membrane domains in the middle of Nestin+ cell masses and

extended radial glial processes toward the ventricle as well as

toward the developing cortical plate (Figures 3E and 3E0).
Nestin+ cells in the middle of Llgl1 cKO cortices were composed

of both ENSCs (Pax6+) and differentiating SVZ progenitors

(Tbr2+) (Figures 3F–3G0). This organization and cell-type speci-

ficity of Nestin+ cells inside the Llgl1 cKO cortices suggested

that ENSCs were internalized in E17.5 Llgl1 cKO brains.

Absence of LLGL1 Perturbs Cell Migration during
Development
To visualize the formation of PH in Llgl1 cKO cortices, we used

time-lapse video microscopy with organotypic embryonic brain

slices. For this purpose, we first utilized an in utero electropora-

tion procedure to introduce a plasmid encoding nuclear GFP into

E12.5 ENSCs (Tabata and Nakajima, 2001). One day later, we

isolated the brains and prepared cortical slices and genotyped

the embryos. GFPs expressing slices from control and Llgl1

cKO cortices were identified and imaged for 12–16 hr. Imaging

cortical slices from control embryos revealed interkinetic nuclear

movements of ENSCs (Movie S5). During this process, ENSC

nuclei move from a basal position to the apical surface where

the cells divide mitotically, and afterward their nuclei again

migrate basally away from the ventricular surface (Spear and

Erickson, 2012) (Figure 4A and Movie S5). In contrast, in Llgl1

cKO cortical slices, ENSC nuclei did not migrate toward the api-

cal surface and divided at a more basal position. In addition,

daughter cells exhibited random movements with a tendency

to move toward the apical surface (Figure 4A and Movie S5).

When ENSCs were electroporated in utero with GFP plasmid

at E14.5 and then imaged 2 days later at E16.5, Llgl1 cKOENSCs

formed rosette-like structures (Figure 4B and Movie S6). These

are likely the origin of the rosettes detected in fixed sections at

E17.5 (Figure 3F0).
Cortical electroporation is a highly invasive procedure which,

while relatively well tolerated in normal cortices, may potentially

accelerate disorganization in Llgl1 cKO brains. Therefore, we

decided to label and image ENSCs using a less invasive tech-

nique. We labeled ENSCs by injecting membrane-permeable

Cell Tracker Green into E13.5 brain ventricles. We then gener-

ated cortical slices and imaged them for 12–16 hr. While imaging

of cells labeled with cell tracker dye provided less contrast than

imaging of cells expressing nuclear GFP, this approach enabled

us to commence imaging of cortices before Llgl1 cKO brains are

overtly disorganized. Imaging cortical slices from control ani-

mals reveal ENSCs close to the ventricular surface at the

beginning of the time lapse with cell bodies moving toward

more basal position (Movie S7). In contrast, in Llgl1 cKO cortical

slices, we observed focal disruption of the ventricular wall

and prominent movement of cells into the ventricular space

(Movie S7).

Disruption of Ventricular Wall Integrity Results in
Internalization of ENSCs in Llgl1 cKO Brains
To reveal the mechanisms responsible for internalization of Llgl1

cKO ENSCs, we analyzed developing cortices at E14.5, before

fragmentation and mislocalization of ENSC niches occurs. In

wild-type brains, the ventricular surface is lined by the apical

membrane domains of ENSCs. N-cadherin-based cell-cell

adhesion structures called AJCs separate the apical and baso-

lateral membrane domains of ENSCs. Reinforced by the actin

cytoskeleton, AJCs connect ENSCs to each other at the surface

of the ventricle to form a strong net that keeps ENSCs inside the

cortex and prevents their emergence on the ventricular surface

(Kadowaki et al., 2007). Interestingly, immunostaining for the

AJCmarkers N-cadherin and a-catenin revealed focal disruption

of AJCs in Llgl1 cKO ENSCs at E14.5, the time point immediately

before the disruption of ENSC niches and mislocalization of

ENSCs takes place (Figures 4C–4D0 and S3). Short fragments

of E14.5 Llgl1 cKO cortices displayed complete loss of AJCs

(Figures 4D, 4D0, and S3B–S3B00, arrowheads). Cells in these

areas protruded into the ventricular space (Figures 4D’ and

S3B–S3B00), resembling focal protrusion and movement of ven-

tricular zone cells into the ventricular space observed by live

imaging (Movie S7). These protrusions were still populated by

Nestin+ ENSCs (Figures S3E–S3G). Localized disruption of

AJCs in Llgl1 cKO brain may be responsible for focal protrusion

and expansion of nonpolarized cells on the ventricular surface in

these cortical areas. As these nonpolarized cells continue to

expand at the ventricular surface later in development, frag-

ments of the neuroepithelium containing polarized ENSCs main-

taining residual AJCs can become completely engulfed by their

nonpolarized neighbors and internalized into the cortex. Indeed,

later in development at E17.5, the apical membrane domains

and AJCs localize to the center of rosettes in themiddle of devel-

oping Llgl1 cKO cortices (Figures 4E, 4E0, and S3C–S3D00). These
findings are consistent with a model where focal disruption

of AJCs in Llgl1 cKO cortices is responsible for protrusion of

Figure 2. Periventricular Heterotopia in cKO Llgl1 Brains

(A and A0) Immunostaining of coronal cerebral cortical sections from 2-month-old (2 mo.) control (Ctrl) and cKO Llgl1 (cKO) brains with anti-NeuroN (NeuN) and

anti-GFAP antibodies. Representative images from two Ctrl and three cKO Llgl1 brains.

(B–E0) Stainings of coronal cortical sections from newborn (P0) control (Ctrl) and cKO Llgl1 (cKO) brains with H&E (B and B0), or with anti-Tbr1 (C and C0), anti-Brn1
(D and D0), and anti-NeuroN (NeuN, E and E0) antibodies. Representative images from six Ctrl and four cKO Llgl1 brains.

(F–H) BrdU birth dating of cells in control (Ctrl) and cKO Llgl1 (cKO) cortices. BrdU was injected at E13.5 (F and F0, four Ctrl and three cKOmice), E16.5 (G and G0,
five Ctrl and five cKOmice), E18.5 (H andH0, threeCtrl and three cKOmice). Cells that incorporated BrdU at the time of injection were revealed by immunostaining

with anti-BrdU antibodies 21 days after birth (P21). Dashed lines in (C)–(H0) indicate boundaries of the cortex. The additional dashed line in themiddle of the cortex

in the KO panels indicates the location of the white matter separating the cerebral cortical plate and ectopic neuronal layer at the ventricular surface.

Bar in (A) represents 265 mm in (A), (A0), and (F)–(H0), 125 mm in (B) and (B0 ), and 105 mm in (C)–(E0). See also Figure S1.
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Figure 3. Dynamics of Periventricular Heterotopia in cKO Llgl1 Brains

(A–C0) Immunostainings of coronal brain sections at the level of the lateral ventricle from E14.5 (A and A0) and E17.5 (B–C0) control (Ctrl) and cKO Llgl1 (cKO) brains

with anti-Nestin (Nest, ENSC marker, green), anti-b-Tubulin III (TubIIIb, early neuronal marker, red) antibodies. Boxed areas in (B) and (B0) are shown at higher

magnification in (C) and (C0), respectively. Representative images from three Ctrl and three cKO Llgl1 brains. Arrows indicate misplaced ENSCs.

(D and D0) Immunostainings of coronal brain sections at the level of the lateral ventricle from 5-day-old (P5) control (Ctrl) and cKO Llgl1 (cKO) brains with anti-

Nestin (green) and anti-Neurofilament (red) antibodies. Representative images from two Ctrl and three cKO Llgl1 brains. Arrow indicates a layer of ENSCs in the

middle of cKO cortex.

(legend continued on next page)
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ENSCs into the ventricular space, formation of neuroepithelial

rosettes, and internalization of ENSCs (Figure 4F).

LLGL1 Is Necessary for the Maintenance of Prominent
AJCs in ENSCs
Since immunostaining for markers of AJCs of ENSCs demon-

strated focal loss of staining in E14.5 Llgl1 cKO cortices (Figures

4D and 4D0), we analyzed AJCs using electron microscopy. As

expected, electron-dense AJCs were found at the interface be-

tween apical and lateral membrane domains of ENSCs in control

embryos (Figures 5A and 5A0, arrows). AJCs were present in the

regions containing polarized ENSCs in Llgl1 cKO cortices (Fig-

ures 5B and 5B0, arrowheads). However, these structures were

absent from cells that protruded into the ventricle (Figures 5C

and C0). Quantitation of the lengths of AJCs revealed significant

decrease in the size of AJCs in E14.5 Llgl1 cKO ENSCs in the

areas that maintained cell polarity (Figure 5D, Llgl1 cKO P).

These findings indicate overall decrease in size and focal loss

of AJCs in E14.5 Llgl1 cKO ENSCs, which is likely responsible

for the focal loss of ventricular wall integrity and protrusion of

cells into the ventricular space.

AJCs in ENSCs are made primarily by the adherens junctions

containing N-cadherin (Chenn et al., 1998). In agreement with

electron microscopy, high magnification confocal microscope

analysis of N-cadherin staining revealed prominent disorganiza-

tion of N-cadherin-containing AJCs in E14.5 Llgl1 cKO cortices,

even in the areas that maintained the integrity of the ventricular

wall (Figure S4). Abnormal junctions may be the result from

decreased levels of adherens junction proteins N-cadherin, a-

and b-catenins, failure of cadherin-catenin protein complex

(E–G0) Immunostainings of coronal brain sections from E17.5 control (Ctrl) and cKO Llgl1 (cKO) brains with anti-RC2 (radial glial marker, red in E and E0), anti-
Crumbs3 (Crb3, apical membrane domain marker, green in E and E0), anti-Pax6 (VZ ENSC marker, red in F–G0) and anti-Tbr2 (SVZ progenitor marker, green in

F–G0). Representative images from three Ctrl and three cKO Llgl1 brains. Arrows indicate neuroepithelial rosettes in cKO Llgl1 brains.

Bar in (A) represents 260 mm in (A) and (A0), 210 mm in (B) and (B0), 21 mm in (C) and (C0 ), 105 mm in (D) and (D0), 20 mm in (E), (E0), (G), and (G0), and 80 mm in (F) and (F0).
See also Figure S2.

Figure 4. In Vivo Time-Lapse Imaging and Immunostaining Analyses Reveal Disruption of AJCs and Internalization of ENSCs in cKO Llgl1

Brains

(A) Nuclear tracks of ENSCs and their daughters in the ventricular zone of control (Ctrl) and cKO Llgl1 (cKO) brains fromMovie S5. Brains were electroporatedwith

NLS-GFP expressing vector at E12.5, and cortical slices were prepared and imaged at E13.5. n = 2 for Ctrl and n = 2 for cKO Llgl1. Note, in control cortices, nuclei

of ENSCs (in red) move toward the ventricular surface (blue line) to divide. The two daughter cells (green and yellow) thenmove away from the ventricular surface.

In contrast, cKO Llgl1 ENSCs show random movements and divide at a distance from the ventricular surface. Asterisks show the initial position of tracked cells.

(B) Neuroepithelial rosettes in cKO Llgl1 (cKO) brains. Still image from Movie S6. Brains were electroporated with NLS-GFP expressing vector at E14.5, and

cortical slices were prepared and imaged at E16.5. n = 2 for Ctrl and n = 2 for cKO Llgl1.

(C–E0) Coronal brain sections from E14.5 and E17.5 control (Ctrl) and cKO Llgl1 (cKO) brains were stained with anti-a-Catenin (a-Cat, AJC marker, green)

antibodies. Note protrusion of cortical cells in the areas with disrupted AJCs in E14.5 cKO Llgl1 brains (white arrowheads), and complete internalization of AJCs in

E17.5 mutants. Representative images from three Ctrl and three cKO Llgl1 brains.

(F) Model of PH formation in cKO Llgl1 brains. ENSCs display focal loss of AJCs. Cortical cells protrude into the ventricle and expand on the apical membrane

domains of polarized ENSCs. ENSCs are engulfed by nonpolarized neighbors and are misplaced inside the developing cortex. Misplaced ENSCs send neurons

toward both the developing cortical plate and the ventricle, creating an ectopic neuronal layer at the ventricular surface.

Bar in (C) represents 210 mm in (C), (D), (E), and (E0) and 70 mm in (C0) and (D0). See also Figure S3.
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Figure 5. LLGL1 Is Necessary for the Maintenance of AJCs in ENSCs

(A–C0) Electron microscopy analysis of cortical sections from E14.5 wild-type (WT) and Llgl1 cKO (KO) embryos. Self-renewing WT VZ ENSCs display prominent

AJCs (A, A0). Black arrows indicate AJCs. (B) shows the boundary between properly polarized adhesive ENSCs (blue arrow) and the cells protruding into the

ventricle (red arrow). Polarized Llgl1 cKO VZ ENSCs display small AJCs (black arrowheads in B0). Representative images from the analyses of three Ctrl and three

Llgl1 cKO brains. (C) and (C0) show the area protruding into the ventricle ENSCs lacking AJCs. Bar in (A) represents 9 mm in (A)–(C) and 1.5 mm in (A0)–(C0).
(D) Quantitation of the lengths of AJCs in control (Ctrl) and polarized (P) and nonpolarized (NP) Llgl1 cKO (cKO) ENSCs. Data from three Ctrl and three Llgl1 cKO

brains. n = 102 for Ctrl, n = 71 for Llgl1 cKO. Graph shows mean values ± SD.

(E) Normal cadherin/catenin complex formation in Llgl1 cKO brains. Total protein lysates from E14.5 two Ctrl and two Llgl1 cKO brains were immunoprecipitated

with anti-N-cadherin antibodies and analyzed by western blotting with anti-N-cadherin, anti-b-catenin, and anti-a-catenin antibodies.

(legend continued on next page)
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formation, failure of cadherin-catenin complex delivery and

retention at the plasma membrane, or failure of clustering and

stabilization of adhesion complexes by association with the actin

cytoskeleton (Yap et al., 2015). We found no differences in the

total levels of cadherin and catenin proteins or in the cadherin-

catenin complex formation in E14.5 Llgl1 cKOENSCs (Figure 5E).

The levels of cell-surface N-cadherin were not decreased but

increased in Llgl1 cKO ENSCs, and this phenotype was rescued

by re-expression of LLGL1 (Figures 5F and 5G). Endocytosis

experiments revealed prominent decrease in internalization of

N-cadherin in Llgl1 cKO ENSCs (Figure 5H), while overall rates

of N-cadherin protein synthesis and degradation were un-

changed (Figure 5I). These data and the decrease in the length

and focal disruption of AJCs in Llgl1 cKO ENSCs, which was

observed by electron microscopy (Figures 5A–5D), suggest the

defects in polarized clustering of cadherin-catenin proteins and

their assembly into the AJCs in Llgl1�/� cells.

Physical Interaction between LLGL1 and N-Cadherin
To understand how LLGL1 regulates formation of AJCs, we

decided to analyze whether LLGL1 physically interacts with cad-

herin-catenin proteins. Indeed, co-immunoprecipitation experi-

ments revealed association between endogenous LLGL1 and

N-cadherin in E14.5 brains (Figures 6A and 6B). In pull-down

assays with purified b-catenin or cytoplasmic domain of N-cad-

herin, LLGL1 preferentially bound to N-cadherin (Figure 6C).

LLGL1 function is negatively regulated by aPKC-mediated phos-

phorylation of five evolutionary conserved serines in the middle

of the protein (Plant et al., 2003), which results in interaction be-

tween the N- and C-terminal domains of Lgl and release of

cortical Lgl into the cytoplasm (Betschinger et al., 2005; Pre-

hoda, 2009). To determine whether interaction between LLGL1

and N-cadherin is regulated by phosphorylation at aPKC target

sites, we generated expression constructs encoding wild-type,

phospho-mimicking 5SD and the unable to be phosphorylated

5SA mutant of LLGL1. Both the wild-type and 5SA mutant of

LLGL1 interacted with the cytosolic fragment of N-cadherin (Fig-

ures 6D and S5A). In contrast, the 5SD mutant LLGL1 displayed

weak binding to N-cadherin (Figure S5A). Co-expression of

constitutively active aPKC decreased the binding between

wild-type LLGL1 and N-cadherin, while interaction between

the 5SA mutant LLGL1 and N-cadherin was not affected (Fig-

ure 6D). These data indicate that aPKC-mediated phosphoryla-

tion inhibits LLGL1-N-cadherin interaction.

To map the domains of LLGL1 and N-cadherin responsible for

interaction, we generated and performed immunoprecipitation

experiments with various truncated fragments of both LLGL1

and N-cadherin (Figures 6E–6H0). The fragments containing the

C-terminal WD14 domain of LLGL1 and, to a lesser degree, the

fragment containing the WD10 domain were responsible for

interaction with N-cadherin (Figures 6E–6F0). Conversely, the

b-catenin-binding region and the adjacent C-terminal portion

of N-cadherin were necessary for interaction with LLGL1 (Fig-

ures 6G–6H0). Since we found an overlap between b-catenin

and LLGL1-binding regions on N-cadherin, we analyzed whether

binding of N-cadherin to LLGL1 and b-catenin is mutually exclu-

sive. Co-immunoprecipitation experiments demonstrated that

LLGL1, N-cadherin, and b-catenin form tripartite complex, and

N-cadherin is necessary for interaction between LLGL1 and

b-catenin (Figure S5B). To determine whether the LLGL1-N-cad-

herin interaction is direct, we performed pull-down experiments

with proteins purified from bacteria. The C-terminal WD14

domain-containing fragment, but not the fragment containing

aPKC phosphorylation sites of LLGL1 directly bound the

cytoplasmic domain of N-cadherin, indicating that LLGL1-N-

cadherin interaction is direct (Figure 6I). Finally, we found that

C-terminal truncation deleting both N-cadherin-binding sites of

LLGL1 (WD14 and WD10) was necessary to prevent interaction

between LLGL1 and N-cadherin (Figure S5C).

Disruption of LLGL1-N-Cadherin Interaction in
Developing Brain In Vivo Results in Periventricular
Heterotopia
To determine the significance of the LLGL1-N-cadherin interac-

tion, we decided to disrupt it using a dominant-negative

approach. We hypothesized that overexpression of directly in-

teracting with the N-cadherin C-terminal WD14 domain of

LLGL1 would compete with full-length endogenous LLGL1 for

binding to N-cadherin. Indeed, overexpression of a protein con-

taining a triple repeat of the C-terminal WD14 domain of LLGL1

linked to GFP (3xLLGL1#9-GFP) significantly decreased, but did

not completely abolish, the interaction between LLGL1 and

N-cadherin (Figure 7A).

To determine the functional significance of interaction be-

tween LLGL1 and N-cadherin in developing brain in vivo, we

decided to use the in utero electroporation technique, which is

capable of delivering DNA expression constructs into E15.5

cortices (Saito, 2006). Since these experiments significantly

differ from genetic inactivation of Llgl1 at E10.5 by Nestin-Cre,

we first analyzed whether loss of endogenous Llgl1 in the frame-

work of such an experiment would generate neuronal heteroto-

pia resembling the cortical phenotype in Llgl1 cKO embryos.

As expected, in utero electroporation of E15.5 cortices with

plasmids expressing nontargeting shRNA did not result in the

(F) Cell-surface (CS) levels of N-cadherin in E14.5 three control (Ctrl) and three Llgl1 cKO ENSCs. Cell-surface proteins on isolated ENSCs were biotinylated,

precipitated with streptavidin-Sepharose and blotted with anti-N-cadherin antibodies. Quantitation of CS to total levels of N-cadherin. Graph shows mean

values ± SD. Ratio of surface to total levels of N-cadherin in control (Ctrl) cells is arbitrary adjusted to 1.

(G) Cell-surface (CS) levels of N-cadherin in three cultured control (Ctrl), three Llgl1�/�, and three rescued by re-expression of LLGL1 in Llgl1�/� cells (Llgl1�/� +

LLGL1) ENSCs. Graph shows mean values ± SD.

(H) Internalization of cell-surface N-cadherin in cultured control (Ctrl) and Llgl1�/� ENSCs. Cell-surface proteins were biotinylated, incubated at 37�C for the

indicated number of minutes, stripped with reduced glutathione, precipitated with streptavidin-Sepharose, and blotted with anti-N-cadherin antibodies. CS total

levels of cell-surface N-cadherin. Representative data from three independent experiments.

(I) Cell-surface delivery and retention of N-cadherin in cultured control (Ctrl) and Llgl1�/� ENSCs. Newly synthesized proteins were labeled by pulse of [S35]Met/

Cys and chased for the indicated times. Proteins were immunoprecipitated with anti-N-cadherin antibodies, released from the beads (total new N-cadherin), and

then re-precipitated by streptavidin-Sepharose (cell surface, CS, new N-cadherin). Representative data from three independent experiments.

See also Figure S4.
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development of heterotopia (Figure 7B). In contrast, in utero

electroporation of the plasmid expressing sh-Llgl1 resulted in

the development of focal neuronal heterotopia in all electropo-

rated cortices (Figures 7B and S6 white arrow). This phenotype

was rescued by simultaneous expression of full-length, but not

C-terminally truncated, unable to bind to N-cadherin human

LLGL1 (Figure 7B). Since aPKC-mediated phosphorylation

decreases the binding between N-cadherin and LLGL1, we

analyzed whether activation and plasma membrane targeting

of aPKC can mimic the shLlgl1 phenotype. While expression of

activation loop constitutively active aPKC (CA-aPKC) or its bind-

ing partner Par3 alone did not cause heterotopia (data not

shown), co-expression of CA-aPKC and Par3 resulted in the

completely penetrant neuronal heterotopia phenotype (Fig-

ure 7C). Importantly, this phenotype was partially rescued

(3 out of 5) by simultaneous expression of nonphosphorylatable

5SA LLGL1 (Figure 7C).

Since expression of 3xLLGL1#9-GFP weakens the interaction

between LLGL1 and N-cadherin, we also analyzed the conse-

quences of disruption of endogenous LLGL1-N-cadherin bind-

ing using in utero electroporation. Expression of 3xLLGL1#9-

GFP protein resulted in the development of a partially penetrant

neuronal heterotopia phenotype (4 out of 7 brains) (Figure 7C).

Therefore, we concluded that direct interaction between

LLGL1 and N-cadherin is necessary for stabilization of N-cad-

herin at the AJCs.

DISCUSSION

MCC is a constellation of devastating human brain disorders that

account for a significant proportion of epilepsy and intellectual

disability (Mochida and Walsh, 2004). The dynamics and molec-

ular mechanisms that underlie human MCCs have remained

poorly understood. Studies of human brain tissues from patients

with MCC associated with PH have led to the general conclusion

that ectopic deposition of neurons results from defects in

neuronal migration (Mochida and Walsh, 2004) or loss of neuro-

ependymal integrity (Ferland et al., 2009). The integrity of the

ventricular surface during development is maintained by the

AJCs of ENSCs. Disruption of AJCs by genetic or shRNA-medi-

ated inactivation of RhoA, N-cadherin, a- or b-catenin results in

profound defects in proliferation, differentiation, and delamina-

tion of ENSCs (Cappello et al., 2006, 2012; Junghans et al.,

2005; Kadowaki et al., 2007; Katayama et al., 2011; Kim et al.,

2010; Lien et al., 2006; Machon et al., 2003; Zechner

et al., 2003). Loss of AJCs during neurogenesis in RhoA or

aE-catenin mutants or in embryos with shRNA-mediated knock-

down of Filamin A results in formation of ectopically positioned

neuronal masses resembling PH (Cappello et al., 2012; Caraba-

lona et al., 2012; Schmid et al., 2014). ARFGEF2, a gene

previously implicated in PH in human patients, may also

be responsible for the maintenance of AJCs due to its involve-

ment in the membrane delivery of N-cadherin/b-catenin com-

plexes, which is necessary for proper cell-cell adhesion (Sheen

et al., 2004).

We found that deletion of Llgl1 during cortical neurogenesis

results in the development of PH. Presently, the phenotypes of

humans with mutations in LLGL1 are not known, and it is not

clear if some patients with neuronal heterotopias have mutations

in this gene. We analyzed the cellular mechanisms responsible

for the formation of PH in Llgl1 cKO mice using a variety of tech-

niques, including live imaging of developing Llgl1 cKO cortices.

To our knowledge, this is the first imaging of PH formation in

live cortical tissue. We found that LLGL1 is necessary for the

maintenance of prominent AJCs in ENSCs and that ablation of

Llgl1 results in focal disruption of the integrity of the ventricular

wall and internalization of ENSCs, which maintain residual cell

polarity and AJCs. Internalized ENSCs form neuroepithelial

rosette-like structures in the middle of the developing cortex

and send out differentiating neurons to both normal cortical plate

and the ventricular surface, effectively creating an ectopic layer

of neurons at the ventricular surface of Llgl1 cKO cortices.

LLGL1 is an apical-basal cell polarity protein; however, we

found that maintenance of AJCs is the critical function of

LLGL1 in mammalian brain. Cell polarity pathways may be inti-

mately interconnected with cell-cell adhesion complexes. AJC

represents the structure that physically separates the apical

and basolateral membrane domains. Basolateral polarity com-

plexes Lgl/Dlg/Scribble are required for AJC formation in epithe-

lial cells (Bilder et al., 2003; Laprise et al., 2004; Qin et al., 2005;

Figure 6. Physical Interaction between N-Cadherin and Llgl1

(A and B) Co-immunoprecipitation between endogenous N-cadherin and Llgl1 in embryonic brains. Western blot (WB) analyses of total (Input) and immuno-

precipitated using control preimmune, anti-Llgl1, or anti-N-cadherin antibodies proteins with anti-N-cadherin and anti-Llgl1 antibodies. Representative data from

two independent experiments for (A) and three independent experiments for (B). Asterisks indicate nonspecific band.

(C) Western blot (WB) analysis and Coomassie staining of total (Input) and pulled down using beads alone, GST, GST-N-cadherin cytoplasmic domain (N-cad-

cyto), and GST-b-catenin embryonic brain proteins. Representative data from two independent experiments.

(D) Western blot (WB) analyses of total (Input) and GST pull-down using control GST-GUS, GST-LLGL1 wild-type (LLGL1 WT), and GST-LLGL1 five SA mutant

(LLGL1 SA) proteins extracted from HEK293 cells transfected with HA-tagged N-cadherin cytoplasmic domain (N-cad-cyto-HA) and constitutively active aPKC

(aPKC) expression constructs. Representative data from three independent experiments.

(E) Diagram of LLGL1 fragment/deletion constructs used to identify N-cadherin binding domain. WD domains 1–14 are shown in black.

(F and F0) C-terminal domain of LLGL1 binds to N-cadherin. Western blot (WB) analyses of proteins pulled down with glutathione Sepharose extracted from

HEK293 cells expressing V5-tagged N-cadherin cytoplasmic domain (V5-N-cad cyto) and indicated GST-tagged fragments of LLGL1. V5-short and V5-long

indicate shorter and longer exposure. Representative data from two independent experiments.

(G) Diagram showing N-cadherin cytoplasmic domain fragments/deletion constructs used to identify LLGL1 binding domain.

(H and H0) Region containing amino acids 853–893 of murine N-cadherin binds to LLGL1, which is not phosphorylated by aPKC. Western blot (WB) analyses of

proteins pulled down with glutathione Sepharose extracted from HEK293 cells expressing V5-tagged LLGL1(SA) mutant and indicated GST-tagged fragments of

N-cadherin. Representative data from two independent experiments.

(I) Direct interaction between LLGL1 and N-cadherin. Western blot (WB) analysis and Coomassie staining of inputs and proteins pulled down with GST or GST-N-

cadherin cytoplasmic domain (IP:GST) MBP-tagged LLGL1#5 and #9 (see E). Representative data from two independent experiments.

See also Figure S5.
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Tanentzapf and Tepass, 2003). We now demonstrate that

mammalian LLGL1 is necessary for the maintenance of AJCs

and that loss of adhesion is responsible for PH in Llgl1 cKO

brains. What is the mechanism responsible for LLGL1 function

in AJC maintenance? We found that LLGL1 directly interacts

with N-cadherin, and this binding is negatively regulated by

aPKC-mediated phosphorylation. This interaction is important

for LLGL1 function in brain development, because targeted

disruption of this interaction in vivo is sufficient for neuronal het-

erotopia. We propose that the direct interaction of LLGL1 with

N-cadherin contributes to the strengthening of AJCs and helps

to maintain the integrity of the ventricular wall during embryonic

brain development. Since interaction between LLGL1 and

N-cadherin is disrupted by aPKC-mediated phosphorylation of

LLGL1, and aPKC is concentrated at the AJCs of the ENSCs

(Manabe et al., 2002), LLGL1 would not be able to bind N-cad-

herin at this location. Thus, we propose the following hypotheti-

cal model of LLGL1 function (Figure 7D). Since LLGL1 is

necessary for internalization of plasmamembrane bound N-cad-

herin, it can differentially regulate N-cadherin internalization, pro-

moting internalization at the lateral membrane domain but failing

to do so at the AJCs, where aPKC phosphorylates LLGL1 and

prevents LLGL1-N-cadherin interaction (Figure 7D). In this sce-

nario, the local concentration of N-cadherin at the AJCs will in-

crease, while the concentration of N-cadherin at the large lateral

membrane domain will be kept at a minimum via LLGL1-medi-

ated internalization. If this model is correct, aPKC should be

essential for AJC formation, because without aPKC, LLGL1

would promote internalization of N-cadherin at the AJCs and,

therefore, destabilize their integrity. Remarkably, in vivo deletion

Figure 7. In Vivo Disruption of Interaction between LLGL1 and N-Cadherin during Brain Development Results in Formation of PH

(A) Multimerized LLGL1 fragment #9 weakens interaction between N-cadherin and LLGL1. Western blot (WB) analyses of total protein extracts (Input) or proteins

pulled down with glutathione Sepharose extracted from HEK293 cells expressing a triple tandem repeat of LLGL1 #9 fused to GFP (3xLlgl1#9-GFP), full-length

V5-tagged LLGL1(SA) mutant, negative control GST-GUS, and GST-N-cadherin cytoplasmic domain proteins. Representative data from two independent

experiments.

(B and C) Expression of shLlgl1, membrane-targeted constitutively active aPKC or multimerized LLGL1 fragment #9 in the developing cerebral cortex results in

neuronal heterotopia. Immunostainings of coronal brain sections (at the level of the lateral ventricle) from P7 wild-type pups that were electroporated in utero at

E15.5 with GFP-encoding plasmid and negative control shRNA (shCtrl, 0 brains with heterotopia out of 6 electroporated brains), shLlgl1 (3 brains with heterotopia

out of 3 electroporated brains), shLlgl1+human LLGL1 (0 brains with heterotopia out of 3 electroporated brains), shLlgl1+human LLGL1D614-1064 (3 brains with

heterotopia out of 4 electroporated brains), aPKC+PAR3 (3 brains with heterotopia out of 3 electroporated brains), aPKC+Par3+SA-LLGL1 (3 complete rescues

out of 5 electroporated brains), or triple tandem repeat of LLGL1 #9 fused to GFP (3xLlgl1#9-GFP, 4 brains with heterotopia out of 7 electroporated brains). Red-

neuronal cell marker NeuroN (NeuN). Green-GFP. Blue-DAPI. Note GFP-positive ectopic neuronal nodules in cortices expressing shLlgl1, CA-aPKC+PAR3 and

3xLlgl1#9-GFP (arrows). White dotted lines indicate the position of the ventricular surface. Bar in (B) represents 105 mm in (B) and (C).

(D) Hypothetical model of LLGL1 function in AJC maintenance. Nonphosphorylated by aPKC, LLGL1 binds to N-cadherin and promotes its internalization at the

basolateral membrane domain. aPKC-mediated phosphorylation prevents LLGL1-N-cadherin interaction and promotes accumulation of N-cadherin at the

interface between basolateral and apical membrane domains. See also Figure S6.
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of aPKC lambda in ENSCs results in a complete loss of AJCs,

which is in an agreement with this prediction (Imai et al., 2006).

It has been reported previously that LLGL proteins physically

interact with Myosin II and that aPKC-mediated phosphorylation

disrupts this binding (Dahan et al., 2014; Strand et al., 1995). This

functional interaction is important for microridge elongation in

developing zebrafish epidermis (Raman et al., 2016). It is

possible that LLGL1 links N-cadherin with myosin IIB, which

can potentially facilitate clustering of cadherins into prominent

AJC structures. Indeed, Myosin IIB is colocalized with AJCs,

and it is critical for AJC maintenance (Ma et al., 2007; Smutny

et al., 2010). We analyzed the possible role of LLGL1 in linking

N-cadherin with myosin IIB; however, we found that overex-

pressed in HEK293 cells, LLGL1 and Myosin IIB compete for

rather than facilitate each other in the interaction with N-cadherin

(Figure S6B), indicating that this mechanism of LLGL1 function in

AJC formation is not very likely. In addition to the direct interac-

tion between LLGL1 and N-cadherin reported here, LLGL1 may

potentially indirectly regulate AJCs via its role in the regulation of

Par3-aPKC complexes, Rab-mediated endosomal trafficking,

and/or its role in negative regulation of Notch signaling (Clark

et al., 2012; Das et al., 1990; Klezovitch et al., 2004; Yamanaka

et al., 2003). Additional research will be necessary to examine

the mechanisms of LLGL1 in N-cadherin-mediated cell-cell

adhesion.
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SUMMARY

Neurotransmission is based on the exocytic fusion of
synaptic vesicles (SVs) followed by endocytic mem-
brane retrieval and the reformation of SVs. Recent
data suggest that at physiological temperature SVs
are internalized via clathrin-independent ultrafast
endocytosis (UFE) within hundreds of milliseconds,
while other studies have postulated a key role for
clathrin-mediated endocytosis (CME) of SV proteins
on a timescale of seconds to tens of seconds. Here
wedemonstrate usingculturedhippocampal neurons
as a model that at physiological temperature SV
endocytosis occurs on several timescales from less
than a second to several seconds, yet, is largely inde-
pendent of clathrin. Clathrin-independent endocy-
tosis (CIE) of SV membranes is mediated by actin-
nucleating formins such asmDia1,which are required
for the formation of presynaptic endosome-like vacu-
oles fromwhichSVs reform.Our results resolve previ-
ous discrepancies in the field and suggest that
SV membranes are predominantly retrieved via CIE
mediated by formin-dependent actin assembly.

INTRODUCTION

Neuronal communication depends on the regulated release of

neurotransmitters from synaptic vesicles (SVs) by calcium-trig-

gered exocytic fusion at specialized presynaptic release sites

within active zones (AZs) (Dittman and Ryan, 2009; Haucke

et al., 2011; Kononenko and Haucke, 2015; Rizzoli, 2014; Saheki

and De Camilli, 2012). To prevent expansion of the presynaptic

plasma membrane and to sustain neurotransmission, SV exocy-

tosis is followed by compensatory endocytic membrane retrieval

and the reformation of SVs. In spite of more than 40 years of

research, the mechanisms involved in SV endocytosis and refor-

mation remain controversial (Aravanis et al., 2003; Cheung and

Cousin, 2012; Dittman and Ryan, 2009; Granseth et al., 2006;

Kononenko andHaucke, 2015; Saheki andDeCamilli, 2012;Wa-

tanabe et al., 2014; and below).

Electron microscopy (EM) analysis of stimulated frog neuro-

muscular junctions (Heuser and Reese, 1973) and subsequent

work on mammalian synapses has suggested that SV mem-

branes are recycled by clathrin-mediated endocytosis (CME)

from the plasma membrane (Dittman and Ryan, 2009; Granseth

et al., 2006; Kim and Ryan, 2009; Saheki and De Camilli, 2012),

a pathway that crucially depends on clathrin and its major

adaptor protein 2 (AP-2) and occurs on a timescale of tens of sec-

onds, at least in non-neuronal cells (Dittman andRyan, 2009). Us-

ing the same preparation, but a different stimulation paradigm,

Ceccarelli et al. (Ceccarelli et al., 1972) proposed an alternative

clathrin-independent rapid mode of SV recycling by kiss-and-

run exo-/endocytosis of SVs involving a transient fusion pore.

While kiss-and-run exocytosis clearly has been observed in

neuroendocrine cells (Albillos et al., 1997; Zhao et al., 2016), its

role in primary neurons is debated. Recent data from invertebrate

(Watanabe et al., 2013a) and hippocampal synapses (Watanabe

et al., 2013b, 2014) using high-pressure freezing EM paired with

optogenetic stimulation suggest that SVs are recycled extremely

rapidly via clathrin-independent ultrafast endocytosis (UFE)

within hundreds of milliseconds. UFE is followed by clathrin-

dependent SV reformation from internal endosome-like vacuolar

structures (Watanabe et al., 2014). As UFE seems to depend on

physiological temperature, the authors have argued that some

of the discrepancies in the field (e.g., regarding the time course

of endocytosis; Eguchi et al., 2012; Granseth et al., 2006; Jock-

usch et al., 2005; Watanabe et al., 2013b; Wu et al., 2014a) may

be related to temperature artifacts due to experimentation at

room temperature (Watanabe et al., 2014).

These discrepant views on the mechanism and speed of SV

endocytosis may, at least in part, relate to the caveats inherent

to the experimental approaches used to study SV exo-/endocy-

tosis. PHluorins and related pH sensors report on pH changes

that occur as a consequence of SV fusion and post-endocytic

reacidification. These assays offer a kinetic resolution that is

limited by the rate of SV reacidification (approximately 3–4 s;

Atluri and Ryan, 2006) and, thus, is blind to fast modes of SV
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recycling such as UFE. Conversely, imaging approaches, such

as high-pressure freezing EM (Watanabe et al., 2013b, 2014)

or electrophysiological capacitance measurements at large syn-

apses (Delvendahl et al., 2016; Eguchi et al., 2012; Hosoi et al.,

2009; Wu et al., 2014a) are incapable of monitoring the endo-

cytic fate of SV proteins inserted into the plasma membrane in

response to stimulation (Kavalali and Jorgensen, 2014; Kono-

nenko and Haucke, 2015).

Here we combine optical imaging of pHluorin probes, capac-

itance measurements, and ultrastructural analysis by EM to

show that SV endocytosis in hippocampal neurons occurs on

multiple timescales from less than a second to several seconds

at physiological temperature, yet, is largely independent of cla-

thrin and its major adaptor AP-2. Clathrin-independent endocy-

tosis (CIE) of SV membranes is mediated by formins such as

mDia1, an evolutionary conserved family of actin-nucleating

proteins (Goode and Eck, 2007; Levayer et al., 2011; Prosser

et al., 2011) present within axons (Ganguly et al., 2015) and pre-

synaptic nerve terminals (Wagh et al., 2015). Our results resolve

previous discrepancies in the field and suggest that SVs are pre-

dominantly reformed from endosome-like vacuoles generated

via formin-mediated CIE of SV membranes.

RESULTS

SV Proteins Are Endocytosed on Multiple Timescales
from Less Than a Second to Several Seconds at
Physiological Temperature
Previous measurements of the rate of SV endocytosis in hippo-

campal neurons using chimeric reporters between SV proteins

and a pH-sensitive pHluorin variant of GFP have yielded endo-

cytic time constants between 6–7 and 50 s, depending on the

duration and strength of the stimulus (Armbruster et al., 2013;

Ferguson et al., 2007; Granseth et al., 2006; Kim and Ryan,

2009; Saheki and De Camilli, 2012; Wienisch and Klingauf,

2006). These values are several orders of magnitude slower

than UFE of SVs in optogenetically stimulated neurons express-

ing channelrhodopsin reported to occur within 50 to 500 ms

(Watanabe et al., 2013a, 2013b, 2014). The direct cause of the

decline in the pHluorin signal after exocytosis is the reacidifica-

tion of the endocytosed vesicles by the proton ATPase, which

occurs with a time constant of about 3–4 s (Atluri and Ryan,

2006). It is therefore possible that previous experiments using

pHluorin reporters might have missed UFE due to the limits

imposed by the rate of reacidification. Moreover, most optical re-

cordings of SV endocytosis in hippocampal neurons have been

carried out at or slightly above room temperature, conditions un-

der which UFE has been reported to cease operation (Watanabe

et al., 2014). Given these caveats it appears that the kinetics of

SV endocytosis in hippocampal neurons deserve to be revisited.

To measure the true rate of SV endocytosis in hippocampal

neurons at physiological temperature we used an approach

that was independent of pH changes inside the retrieved SV.

This method takes advantage of the fact that newly exocytosed

pHluorin-tagged SV proteins can be quenched instantaneously

by extracellular application of a low pH buffer to the medium us-

ing fast perfusion (Merrifield et al., 2005). Concurrent blocking of

vesicle reacidification post-endocytosis by folimycin, a selective

inhibitor of the proton ATPase (Granseth et al., 2006) allowed us

to quantitatively determine the endocytosis of SV proteins as a

fraction of the amount of exocytosed SV proteins at defined

time intervals (t) after the end of the stimulation (Figure 1A and

STAR Methods). We stimulated hippocampal neurons express-

ing synaptotagmin 1-pHluorin with 200 action potentials (APs)

applied at 40 Hz at physiological temperature (37�C) and deter-

mined the fraction of synaptotagmin 1-pHluorin retrieval 1 s after

the end of the stimulation train. If all SV proteins were retrieved

ultrafast, we would expect synaptotagmin 1-pHluorin endocy-

tosis to be complete within 1 s at physiological temperature (Wa-

tanabe et al., 2014). We observed that only a minor fraction of

about 20% of all synaptotagmin 1-pHluorin molecules had un-

dergone endocytosis at this time point (Figures 1C and 1D).

Similar results were seen, if synaptotagmin 1-pHluorin was

replaced by synaptophysin-pHluorin as a probe for SV endocy-

tosis. In this case a fraction of about 30% of all exocytosed

synaptophysin-pHluorin molecules were retrieved within 1 s

post-stimulation for 5 s at 40 Hz (Figures S1A and S1E).

Application of dynasore, an inhibitor of dynamin (Macia et al.,

2006) and possibly other GTPases (Park et al., 2013), largely

blocked the formation of this acid-resistant pool, suggesting

that our assay indeed measures SV endocytosis (Figures S1C

and S1D).When the experiment was repeated at 25�C, a temper-

ature when UFE ceases to operate according to Watanabe et al.

(2014), the acid-resistant fraction decreased to about 10%–12%

of all exocytosed synaptotagmin 1-pHluorin molecules (Figures

1B and 1D).

Although UFE after optogenetic stimulation has been pro-

posed to be the predominant pathway of SV retrieval up to

100 APs (Watanabe et al., 2014), it is nonetheless possible that

the capacity of the pathway is limited. To investigate this possi-

bility, we measured the fraction of retrieved acid-resistant SV

proteins using different stimulation paradigms and pHluorin re-

porters. The fraction of endocytosed synaptotagmin 1-pHluorin

within 1 s post-stimulation remained at about 20%, if neurons

were stimulated with a milder AP train for 5 s at 10 Hz and drop-

ped to roughly 15% following brief high-frequency stimulation

for 1 s at 40 Hz (Figure 1E). Probing the kinetics of SV protein

internalization at physiological temperature independent of

reacidification in response to stimulation with 50 APs at 10 Hz

was best fit with a single exponential with a time constant of

25.5 s (Figure S1B). Stimulation of synaptophysin-pHluorin-

expressing neurons with only 10 APs in the presence of 4 mM

extracellular calcium (as in Watanabe et al., 2013b, 2014)

likewise resulted in the rapid retrieval of about 18% of all exocy-

tosed molecules (Figures 1F and 1H). Interestingly, the fraction

of rapidly endocytosed SV proteins rose to almost 50%, if neu-

rons were stimulated at physiological temperature with 2 APs

at 4 Hz (Figure 1H), suggesting that UFE is a fast pathway for

SV protein endocytosis whose capacity is limited to stimulation

with single or few APs (as in Watanabe et al., 2013a, 2013b),

at least in hippocampal synapses. Consistent with this hypothe-

sis, we found that the kinetics of SV protein internalization in

response to stimulation with either 10 APs at 10 Hz or 2 APs at

4 Hz yielded fast and slow time constants of about 0.7 s and

26 s or 12 s, respectively, when fit by a double exponential decay

curve (Figure 1I).
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These results demonstrate that the majority of SV proteins un-

der most stimulation conditions tested is not internalized with

ultrafast, i.e., subsecond, kinetics in response to electrical stim-

ulation, althoughwe observe aminor fraction of SV proteins to be

endocytosed within less than a second, likely corresponding to

(ultra-) fast SV endocytosis seen at hippocampal (Watanabe

Figure 1. SV Proteins Are Endocytosed on

Multiple Timescales Ranging from Less

Than a Second to Several Seconds at Phys-

iological Temperature

(A) Scheme for pHluorin experiment coupled to

external acid pulse. SynaptopHluorin-expressing

cultured neurons are subjected to a brief phase of

external acidic buffer 15 s before (Q0) and t number

of seconds after (Q1) a train of stimulation, in the

presence of folimycin. The relative amounts of

synaptopHluorin released (the steep rise in fluo-

rescence upon stimulation) and retrieved within

the t seconds after stimulation (already internal-

ized proteins not affected by surface quenching,

shaded in yellow) is derived from the normalized

fluorescence values as indicated. Representative

SVs and presynaptic plasma membrane are de-

picted for each step of the protocol. Blue shade

represents acidic pH, black and green outlines

represent quenched and unquenched fluores-

cence of pHluorin, respectively.

(B and C) The acid quench protocol reveals the

fraction of SV proteins retrieved immediately

after stimulation. The average traces for synapto-

tagmin 1-pHluorin-expressing neurons exposed

to external acidic buffer 15 s before and 1 s after

a 40 Hz 5 s stimulation at 37�C (B) and 25�C (C).

The fractions corresponding to fast retrieval of

pHluorin are shaded in yellow. Traces represent

the mean ± SEM of n = 15 (25�C) and 13 (37�C)
neurons measured in N = 3 independent experi-

ments.

(D) SV protein endocytosis is temperature depen-

dent.Decreased levelsofsynaptotagmin1-pHluorin

retrieval in 1 s after 40 Hz 5 s stimulation at 25�C
(11.0% ± 1.6%), as compared to 37�C (19.2% ±

0.1%, p < 0.01). Data shown represent the mean ±

SEM of N = 3 independent experiments, n = 13 and

15 neurons in total for 37�C and 25�C.
(E) Percentage of synaptotagmin1-pHluorin

retrieved in 1 s after 10 Hz 5 s (23.7% ± 1.6%),

40 Hz 1 s (14.2% ± 0.7%), and 40 Hz 5 s (22.5% ±

0.9%) and synaptophysin-pHluorin retrieved in 1 s

after 40 Hz 5 s (28.1% ± 2.0%) stimulation. Data

shown represent the mean ± SEM of N = 3 or 4

independent experiments, n = 7, 10, 10, and 12

neurons measured in total. Significance evaluated

using one-way ANOVA.

(F and G) The average traces for synaptophysin-

pHluorin-expressing neurons exposed to external

acidic buffer 15 s before and 1 s after a 10 Hz 1 s

(F) and 4 Hz 0.5 s (G) stimulation in the presence of

folimycin and 4 mM extracellular calcium. The

fractions corresponding fast retrieval of synaptophysin-pHluorin are shaded in yellow. Traces represent the mean ± SEM of n = 15 (2 AP) and 19 (10 AP) neurons

measured in N = 4 independent experiments.

(H) Percentage of synaptophysin-pHluorin retrieved in 1 s after 10 Hz 1 s (18.1% ± 1.9%) and 4 Hz 0.5 s (45.7% ± 2.8%, p < 0.001). Data shown represent the

mean ± SEM of N = 4 experiments, n = 15 and 19 neurons measured for 2 AP and 10 AP, respectively.

(I) The time course of synaptophysin-pHluorin retrieval after 10 Hz 1 s and 4 Hz 0.5 s stimulation measured by applying an acid pulse at 1, 3, 5, and 10 s after the

end of the stimulation. The data points were fit with biexponential decay curves, yielding two time constants tfast = 0.76 s (19%) and tslow = 25.9 s for 10 AP and

tfast = 0.72 s (54%) and tslow = 12.0 s for 2 AP stimulation. Please note that the determination of tfast is associated with some imprecision as the assay is ‘‘blind’’ to

endocytosis that occurs during the stimulation.

Statistically significant estimates of data shown were obtained from N independent experiments. See also Figure S1.
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Figure 2. Endocytosis of SV Proteins Is Largely Independent of Clathrin and AP-2 and, Thus, of CME in Hippocampal Neurons

(A) Primary hippocampal neurons fromWTmice transfected with ubiquitin-promoter controlled synaptotagmin 1-pHluorin (green) and scrambled or CHC shRNA

(red) using calcium-phosphate or lipofectamine were immunostained with CHC antibodies (magenta). Scale bar, 20 mm.

(B) Levels of clathrin (CHC) quantified from (A). Transfection with CHC shRNA leads to depletion of CHC down to 26.6% ± 4.5% (p < 0.01) in calcium-phosphate

(CaP) and 43.5% ± 3.6% (p < 0.05) in lipofectamine-transfected (LF 2000) neurons. Data shown represent the mean ± SEM of N = 5 with n = 135 and

n = 118 neurons in total for lipofectamine-transfected scrambled shRNA and CHC shRNA andN = 5with n = 84 and n = 86 neurons in total for calcium-transfected

scrambled shRNA and CHC shRNA.

(C–E) Depletion of clathrin does not affect endocytic retrieval during mild stimulation. Average normalized traces for calcium-phosphate transfected neurons

coexpressing synaptophysin-pHluorin and scrambled shRNA or clathrin (CHC) shRNA in response to 10 APs with 10 Hz, 1 s stimulation in 4 mM extracellular

calcium (C) and 50 APs (10 Hz, 5 s, (D). (E) Endocytic decay constant of calcium-phosphate-transfected neurons coexpressing synaptophysin-pHluorin and

scrambled shRNA (20.2 ± 5.0 s) or clathrin (CHC) shRNA (28.6 ± 7.4 s) at 10 APs and neurons coexpressing synaptophysin-pHluorin and scrambled shRNA

(17.3 ± 1.2 s) or clathrin (CHC) shRNA (20.2 ± 2.9 s) at 50 APs. Data shown represent the mean ± SEM of N = 6 independent experiments with n = 26 and n = 17

(legend continued on next page)
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et al., 2013b, 2014) and cerebellar mossy fiber synapses (Delv-

endahl et al., 2016). While UFE may be an important pathway

of SV endocytosis in neurons stimulated with single or few

APs, the majority of SV proteins appears to be internalized on

a timescale of 10–30 s following AP train stimulation at physio-

logical temperature, consistent with prior data from conventional

pHluorin-based kinetic measurements (Ferguson et al., 2007;

Granseth et al., 2006; Kavalali and Jorgensen, 2014; Kim and

Ryan, 2009; Kononenko et al., 2014; Wienisch and Klingauf,

2006). Thus, SV endocytosis depending on stimulation occurs

on multiple timescales from less than a second to several

seconds.

Endocytosis of SV Proteins in Cultured Hippocampal
Neurons Is Largely Independent of Clathrin and AP-2
Endocytosis of SV proteins on a timescale of seconds is compat-

ible with their internalization via clathrin/AP-2-mediated endocy-

tosis (CME). Conflicting data regarding the role of CME in SV

endocytosis have been reported (Delvendahl et al., 2016; Gran-

seth et al., 2006; Kasprowicz et al., 2008; Kononenko et al., 2014;

Nicholson-Fish et al., 2015; Watanabe et al., 2013b, 2014; Wu

et al., 2014b). While we (Kononenko et al., 2014) and others

(Delvendahl et al., 2016; Kasprowicz et al., 2008; Kim and

Ryan, 2009; Watanabe et al., 2014; Wu et al., 2014b) have

recently shown that the kinetics of endocytic retrieval of SV

proteins are largely unaffected by lentiviral knockdown (KD) of

clathrin or genetic knockout (KO) of its essential adaptor AP-2,

other reports (Granseth et al., 2006; Nicholson-Fish et al.,

2015) have suggested an essential role for clathrin in SV endocy-

tosis in hippocampal neurons. One possible explanation for

these discrepant results is the possibility that depletion of cla-

thrin or KO of AP-2 alone may be insufficient to completely elim-

inate all CME in neurons. We therefore investigated the function

of CME in SV endocytosis by KD of clathrin in neurons from

tamoxifen-inducible conditional AP-2 KO mice. As expected

tamoxifen induction of the AP-2(m) KO resulted in the near com-

plete elimination of the AP-2 complex (<17%ofWT levels, further

depletion over time below this level caused extensive neuronal

death) measured by its a-subunit (Figures S2A and S2B; Kono-

nenko et al., 2014). Transfection of AP-2 KO or wild-type neurons

from littermate controls with shRNA directed against clathrin

heavy chain efficiently depleted clathrin levels to about 35% of

that seen in controls (Figure S2C), in good agreement with previ-

ous data (Granseth et al., 2006; Kononenko et al., 2014; Nichol-

son-Fish et al., 2015; Watanabe et al., 2014; Wu et al., 2014b).

Thus, the efficacy of CME in AP-2 KO neurons depleted of cla-

thrin is expected to be reduced to about 7% (0.17 3 0.35 3

100) of control neurons. Consistently, we found CME of trans-

ferrin in primary neurons lacking AP-2 or both AP-2 and clathrin

together to be blocked completely (Figure S2D). To assess the

effects of CME blockade on the kinetics of SV protein endocy-

tosis synaptotagmin 1-pHluorin-expressing hippocampal neu-

rons fromWTor AP-2(m) KOmice depleted of clathrin or express-

ing non-targeting control shRNA were stimulated with 50 APs

applied at 10 Hz at physiological temperature. Strikingly, synap-

totagmin 1-pHluorin exo-/endocytosis proceededwith unaltered

kinetics following 50 AP stimulation, irrespective of the depletion

of clathrin and/or AP-2 (Figures S2E and S2F). Similar results

were seen if neurons were stimulated with 200 APs applied at

40 Hz (data not shown).

A second possibility why effects of clathrin depletion on the

kinetics of SV endocytosis may have been missed is the use of

different stimulation paradigms in different studies. To test this

control or clathrin-depleted neurons expressing pHluorin-tagged

synaptophysin or synaptotagmin 1 were stimulated with compa-

rably mild stimuli of 10 or 50 APs at 10 Hz or challenged with a

high-frequency train of 200 APs at 40 Hz. SV endocytosis pro-

ceededwith similar kinetics in control and clathrin-depleted neu-

rons under all conditions (Figures 2C–2F and 2H), confirming that

clathrin is not essential for the speed of SV endocytosis, although

clathrin/AP-2 play an important role in SV reformation (Kono-

nenko et al., 2014;Watanabe et al., 2014) and possibly in SV pro-

tein sorting.

As other investigators have observed delayed kinetics of

pHluorin endocytosis and/or reacidification (Granseth et al.,

2006; Nicholson-Fish et al., 2015), we tested whether differ-

ences in the experimental protocol might be responsible for

the discrepant results. We noticed that these prior studies

had used a lipofectamine-based protocol for transfection. We

therefore directly compared the effects of clathrin KD on SV

neurons in total for scrambled shRNA and CHC shRNA for 10 APs stimulation and N = 6 independent experiments with n = 40 and n = 26 neurons in total for

scrambled shRNA and CHC shRNA for 50 APs.

(F–H) Depletion of clathrin affects the time course of endocytosis in lipofectamine-transfected neurons. Average normalized traces for calcium-phosphate-

transfected (F) and lipofectamine-transfected (G) neurons coexpressing synaptotagmin 1-pHluorin and scrambled shRNA or clathrin (CHC) shRNA in response to

strong stimulation with 200 APs (40 Hz, 5 s). (H) Endocytic decay constant of calcium-phosphate-transfected neurons coexpressing synaptotagmin 1-pHluorin

and scrambled shRNA (36.6 ± 5.0 s) or clathrin (CHC) shRNA (36.6 ± 9.1 s) and lipofectamine-transfected neurons coexpressing synaptotagmin 1-pHluorin and

scrambled shRNA (45.9 ± 6.7 s) or clathrin (CHC) shRNA (87.6 ± 9.2 s, p < 0.01) in response to 200 APs (40 Hz, 5 s).

(I) Depletion of clathrin leads to reduced peak amplitude of synaptotagmin 1-pHluorin, independent of the method of transfection. Relative peak amplitude of

synaptotagmin 1-pHluorin in calcium phosphate-transfected neurons expressing scrambled shRNA (100% ± 22.5%) or clathrin (CHC) shRNA (57.1% ± 9.1%,

p < 0.05) and lipofectamine-transfected neurons expressing scrambled shRNA (100% ± 11.2%) or CHC shRNA (61.7% ± 7.1%, p < 0.05) in response to 200 APs

(40 Hz, 5 s).

(F–I) Data shown represent the mean ± SEM of N = 6 with n = 49 and n = 30 neurons in total for lipofectamine-transfected scrambled shRNA and CHC shRNA and

N = 6 with n = 38 and n = 37 neurons in total for calcium-transfected scrambled shRNA and CHC shRNA.

(J) Average normalized traces for lipofectamine-transfected neurons coexpressing synaptotagmin 1-pHluorin and scrambled shRNA or clathrin (CHC) shRNA in

response to strong stimulation with 400 APs (40 Hz, 10 s) as in Nicholson-Fish et al. (2015).

(K) Endocytic decay constant of lipofectamine-transfected neurons coexpressing synaptotagmin 1-pHluorin and scrambled shRNA (67.8 ± 4.6 s) or CHC shRNA

(143.9 ± 25.3 s, p < 0.05) in response to 40 Hz 10 s stimulation. Data shown represent the mean ± SEM of N = 4 independent experiments with n = 33 and n = 14

neurons in total for scrambled shRNA and CHC shRNA.

Statistically significant estimates of data shown were obtained from N independent experiments. See also Figure S2.
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Figure 3. SV Endocytosis Is Driven by Formin-Mediated Actin Assembly and Myosin II Activity in Hippocampal Neurons

(A) Schematic illustrating the mode of action of the actin modulating drugs used in the study. Latrunculin A binds to actin monomers and prevents their incor-

poration into existing actin filaments. SMIFH2 inhibits formins and blocks linear actin polymerization. Wiskostatin inhibits N-WASP and blocks branched actin

nucleation. Blebbistatin inhibits the ATPase activity of Myosin II. Jasplakinolide stabilizes actin filaments by preventing polymer disassembly.

(B) Averaged normalized traces for neurons expressing synaptophysin-pHluorin in response to 10 Hz 5 s stimulation, treated with 0.1% DMSO or 20 mM para-

nitroblebbistatin.

(C) tDMSO = 27.0 ± 4.2 s, tpara-nitro-Blebbistatin = 57.5 ± 6.5 s, p < 0.05. Data shown represent the mean ± SEM of N = 5 independent experiments, n = 61 and

49 neurons in total for DMSO and para-nitroblebbistatin.

(D) Averaged normalized traces for neurons expressing synaptophysin-pHluorin in response to 10 Hz 5 s stimulation, treated with 0.1% DMSO or 10 mM Wis-

kostatin.

(E) tDMSO = 21.9 ± 2.8 s, tWiskostatin = 22.8 ± 4.7 s, p = 0.71. Data shown represent themean ±SEMof N = 3 independent experiments, n = 28 and 27 neurons in total

for DMSO and Wiskostatin.

(legend continued on next page)
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endocytosis in neurons transfected using calcium-phosphate or

Lipofectamine 2000. Strikingly, KD of clathrin by lipofectamine-

based transfection reproduced the previously reported delay in

synaptotagmin 1-pHluorin endocytosis and/or reacidification in

response to stimulation with 200 or 400 APs (Figures 2G, 2J,

2H, and 2K). By contrast, the endocytic response of calcium-

phosphate-transfected neurons was indistinguishable from con-

trols (Figures 2F and 2H), akin to AP-2 KO neurons or lentivirally

transduced clathrin KD assayed under different stimulation par-

adigms (Kononenko et al., 2014). The difference between cal-

cium-phosphate- and lipofectamine-based transfection was

not the result of the differential efficacy of clathrin depletion. Cal-

cium phosphate (Figures 2A and 2B) or lentiviral transduction

(compare Kononenko et al., 2014; Wu et al., 2014b) were at least

equally efficient if not superior to lipofectamine with respect to

reducing clathrin expression. Consistent with that, clathrin KD

by either method resulted in a significant reduction in the amount

of exocytosis elicited by electrical stimulation (Figures 2I, S2G,

and S2H), as reported before (Kononenko et al., 2014;Watanabe

et al., 2014). These data argue that the previously reported

dependence of SV endocytosis on clathrin (Granseth et al.,

2006; Nicholson-Fish et al., 2015) in cultured hippocampal

neurons may have resulted from the use of lipofectamine as a

transfection agent. One possibility is that lipofectamine directly

or indirectly affects the rate of reacidification, e.g., by adversely

affecting the mitochondrial membrane potential and there-

fore neuronal ATP levels, resulting in delayed quenching of

pHluorin-tagged SV proteins present in large endosome-like

vacuoles (ELVs) accumulated in the absence of clathrin (Kono-

nenko et al., 2014; Watanabe et al., 2014). Consistent with this

possibility, we found lipofectamine-transfected neurons to suffer

from reduced mitochondrial activity (Figures S2I and S2J).

Collectively, our data show that endocytosis of SV proteins

in hippocampal neurons in culture can occur in the near absence

of CME, similar to what has been observed at the Drosophila

neuromuscular junction (Heerssen et al., 2008; Kasprowicz

et al., 2008), photoreceptor terminals (Fuchs et al., 2014), and

at cochlear inner hair cells in vivo (Jung et al., 2015). Of note

these results are consistent with a key function for clathrin/

AP-2 and other adaptors in SV protein sorting from the neuronal

surface (Dittman and Ryan, 2009; Kononenko et al., 2013; Kono-

nenko and Haucke, 2015; Koo et al., 2015). These data do not

rule out the possibility that CME plays a more prominent role in

SV endocytosis at other synapses (e.g., reticulospinal synapses

of the lamprey [Evergren et al., 2004], which operate at low tem-

perature), as suggested by acute peptide-based perturbation

experiments (Evergren et al., 2004; Hosoi et al., 2009; Watanabe

et al., 2010).

CIE of SVs Involves Formin-Mediated Actin Assembly
As SV endocytosis in response to AP trains neither occurred pre-

dominantly via UFE nor required clathrin/AP-2, we hypothesized

that SVmembranesmight be internalized by a form of clathrin-in-

dependent endocytosis (CIE). Previous genetic, biochemical,

and morphological data have established a key function for dy-

namin in SV endocytosis (Dittman and Ryan, 2009; Ferguson

et al., 2007; Raimondi et al., 2011; Rizzoli, 2014; Saheki and

De Camilli, 2012; Takei et al., 1996). Lack or inhibition of dynamin

or dynamin-binding SH3 domain proteins such as endophilin

(Gad et al., 2000; Milosevic et al., 2011; Ringstad et al., 1999)

is accompanied by the accumulation of filamentous actin at

stalled endocytic intermediates in neurons and in non-neuronal

cells, suggesting a close interplay between dynamin and the

actomyosin cytoskeleton. We first probed a potential role of

the actomyosin cytoskeleton in SV endocytosis by applying

para-nitroblebbistatin, a variant of the non-muscle myosin II in-

hibitor blebbistatin (Figure 3A) that is photostable and, thus,

non-cytotoxic (Képiró et al., 2014). We stimulated synaptophy-

sin-pHluorin-expressing hippocampal neurons that were either

mock treated or treated with para-nitroblebbistatin with 50 APs

at 10 Hz. Inhibition of myosin II activity by para-nitroblebbistatin

caused a significant delay in SV endocytosis resulting in a more

than 2-fold increase in the time constant for endocytosis and re-

acidification (Figures 3B and 3C). These results are consistent

with previousmorphological observations in blebbistatin-treated

neurons and in myosin II KO mice (Chandrasekar et al., 2013;

Yue and Xu, 2014) as well as with the reported role of myosin II

in endocytic membrane fission (Flores et al., 2014).

To further dissect the function of actomyosin, we explored

the role of actin nucleation that underlies F-actin assembly and,

therefore, actomyosin function. The formation of branched actin

networks ismediatedbyneuralWiskott-Aldrich-syndromeprotein

(N-WASP) and the Arp2/3 complex, while linear actin filaments

are nucleated by formins, a large family of myosin-associated

(F) Averaged normalized traces for neurons expressing synaptophysin-pHluorin in response to 10 Hz 5 s stimulation, treated with 0.5% DMSO or 5 mM Jas-

plakinolide.

(G) tDMSO = 22.3 ± 2.1 s, tJasplakinolide = 15.5 ± 2.6 s, p < 0.05. Data shown represent the mean ± SEM of N = 3 independent experiments, n = 30 and 26 neurons in

total for DMSO and Jasplakinolide.

(H) Averaged normalized traces for neurons expressing synaptophysin-pHluorin in response to 10 Hz 5 s stimulation, treated with 0.1%DMSO or 30 mMSMIFH2.

(I) tDMSO = 19.2 ± 3.0 s, tSMIFH2 = 65.5 ± 2.8 s, p < 0.001. Data shown represent the mean ± SEM of N = 3 independent experiments, n = 22 and 18 neurons in total

for DMSO and SMIFH2.

(J) Averaged normalized traces for neurons expressing synaptotagmin 1-pHluorin in response to 40 Hz 5 s stimulation, treated with 0.1% DMSO or 30 mM

SMIFH2.

(K) tDMSO = 32.3 ± 1.4 s, tSMIFH2 = 58.3 ± 9.6 s, p < 0.05. Data shown represent the mean ± SEM of N = 4 independent experiments, n = 34 and 26 neurons in total

for DMSO and SMIFH2.

(L) Averaged normalized traces for neurons coexpressing synaptophysin-pHluorin and shRNA plasmid targeting mDia1 (shmDia1) or a non-target shRNA

(shControl) in response to 10 Hz 5 s stimulation.

(M) tshControl = 20.1 ± 3.1 s, tshmDia1 = 34.0 ± 3.9 s, p < 0.05. Data shown represent the mean ± SEM of N = 5 independent experiments, n = 32 and 45 neurons in

total for shControl and shmDia1.

Statistically significant estimates of data shown were obtained from N independent experiments. See also Figure S3.

860 Neuron 93, 854–866, February 22, 2017



proteins (GoodeandEck, 2007) related to the yeast endocytic for-

min Bni1.We explored the role of these distinct types of F-actin in

SV endocytosis using selective pharmacological inhibitors of

N-WASP and formins (Figure 3A) (Ganguly et al., 2015). Inhibition

of formin-mediated assembly of linear actin filaments by the se-

lective inhibitor SMIFH2 (Ganguly et al., 2015) resulted in a robust

inhibition of synaptophysin-pHluorin endocytosis in response to

electrical stimulation with 50 APs at 10 Hz (Figures 3H and 3I).

A similar, though slightly less pronounced inhibition was seen

if neurons were stimulated with 200 APs at 40 Hz (Figures 3J

and 3K). By contrast, synaptophysin-pHluorin endocytosis pro-

ceeded unperturbed in the presence of the N-WASP inhibitor

Wiskostatin (Figures 3D and 3E). Consistent with a prominent

role for F-actin in SV, endocytosis treatment of neurons with the

F-actin stabilizing drug jasplakinolide significantly accelerated

the kinetics of SV protein internalization (Figures 3F and 3G). In

contrast, treatment with the actin depolymerizing drug latrunculin

A had no effect (Figures S3A and S3B) (consistent with Sankara-

narayanan et al., 2003), possibly due to the recently described

enhancement of formin-mediated actin nucleation by latrunculin

that may counteract the F-actin destabilizing effects of the drug

(Higashida et al., 2008) or the presence of differentially latruncu-

lin-sensitive actin pools at synapses (Bleckert et al., 2012).

To corroborate these results from pharmacological perturba-

tion of formin-mediated actin assembly by an independent

approach, we used an shRNA-based strategy to deplete hippo-

campal neurons of distinct formin isoforms. shRNA-mediated

knockdown of the diaphanous-related formin mDia1 (Figures

S3C and S3D), a formin isoform present in neurons including

synapses (Figures S3E–S3G) and previously implicated in en-

docytic pathways in non-neuronal cells (Gasman et al., 2003;

Levayer et al., 2011), slowed the kinetics of SV endocytosis

similar to formin inhibition by SMIFH2 (Figures 3L and 3M).

These data indicate that mDia1, and, possibly, other formin

family members mediate F-actin assembly to regulate SV

endocytosis.

Figure 4. Formin andMyosin II Are Required

for SV Endocytosis at the Calyx of Held

(A–D) The calyx of Held terminals (P8–P12) were

patch clamped and depolarized from �80 mV to

0 mV for 50 ms to deplete the RRP of synaptic

vesicles. Application of blebbistatin and SMIFH2

leads to slower capacitance decays (absolute in

A and C and normalized in B and D). Traces

represent the mean ± SEM of n = 9, 8, and 7

calyces measured for control, blebbistatin, and

SMIFH2, respectively. See also Figure S4.

To test whether the function of formins

in SV endocytosis is restricted to hippo-

campal synapses, we turned to the calyx

of Held, a giant synapse in the auditory

brain stem that can respond to firing rates

up to several hundred Hz and, thus, is ex-

pected to capitalize on a particularly

effective machinery for SV recycling. Ca-

lyx of Held terminals (postnatal days 8–

12 [P8–P12]) were patch clamped to measure capacitance

responses at near physiological temperature (32�C–34�C)
(Renden and von Gersdorff, 2007). The terminal was depolarized

from �80 mV to 0 mV for 50 ms to deplete the readily releasable

pool of SVs and capacitance changes as well as Ca2+ currents

(Figure S4) were recorded in the presence or absence of the

myosin II inhibitor blebbistatin or the formin inhibitor SMIFH2.

Stimulation induced similar exocytic capacitance increases in

control, blebbistatin-, or SMIFH2-treated preparations (Figures

4A and 4C). In controls, the exocytic capacitance jump was fol-

lowed by endocytic decay on a timescale of several seconds. By

contrast, SV membrane endocytosis was strongly reduced in

blebbistatin-treated and nearly eliminated in SMIFH2-treated

calyces (Figures 4B and 4D). As SMIFH2 (Figure S4B) but not

blebbistatin (Figure S4A) application also led to increased cal-

cium influx into the calyx, we analyzed whether the adverse

effect of SMIFH2 on the kinetics of SV endocytosis might be indi-

rectly caused by elevated intracellular calcium levels. However,

mimicking increased intracellular calcium by elevating its extra-

cellular concentration (Figure S4C) had no effect on the kinetics

of SV membrane internalization in the calyx (Figure S4D). Hence,

endocytosis of SV membranes requires formin-mediated actin

assembly at the calyx of Held, akin to what is observed in hippo-

campal neurons in culture.

Our collective data identify a critical function of formin-medi-

ated actin assembly in the endocytosis of SV membranes.

Formins Are Required for the Formation of Endosome-
like Vacuoles from which SVs Reform
Given the functional importance of formin-mediated actin as-

sembly in SV endocytosis, we explored the consequences of

inhibition of formin function in SV endocytosis at the ultrastruc-

tural level. Mock- or SMIFH2 inhibitor-treated hippocampal neu-

rons were kept either at rest or stimulated with 200 APs at 40 Hz,

fixed 20 s afterward, and analyzed by thin-section electron

microscopy (Figure 5A). Stimulation with 200 APs elicited the
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formation of internal endosome-like vacuoles (ELVs) that appar-

ently had undergone fission from the plasma membrane. Stimu-

lated neurons also displayed an increased number of clathrin-

coated pits (CCPs) formed at both the plasma membrane

(Figure 5B, CCP) and at ELVs (Figure 5B, ELV) and of clathrin-

coated vesicles (CCVs). These were much lower in number

compared to ELVs (compare Figures 5C, 5D, and 5F) and may

reflect intermediates en route to SV reformation. Moreover,

synapses contained plasma membrane invaginations devoid of

a morphologically discernible coat (non-coated invaginations)

irrespective of whether neurons had been stimulated (Figures

5B–5F). Inhibition of formin-mediated actin assembly by applica-

tion of SMIFH2 reduced the number of ELVs to those seen in

non-stimulated control neurons (Figure 5E), while a concomitant

large elevation in the number of non-coated plasma membrane

invaginations was observed (Figure 5F), suggesting a precur-

sor-product relationship between these structures. In extreme

cases, these invaginations adopted the shape of long tubular ex-

tensions of the plasma membrane that apparently had failed to

undergo membrane fission (Figure 5A, lower right). By contrast,

formin inhibition had no effect on the number or morphology of

clathrin-coated intermediates (Figures 5C and 5D). These ultra-

structural observations suggest that formin-mediated actin as-

sembly is required for the formation of ELVs, likely by facilitating

fission (Flores et al., 2014) of non-coated membrane invagina-

tions that may mediate CIE of SV proteins from the neuronal

surface.

DISCUSSION

We show here by combined optical imaging of pHluorin

probes, capacitance measurements, and ultrastructural analysis

that SV endocytosis occurs on multiple timescales that range

from less than one second to several seconds at physiological

Figure 5. Formins Are Required for Formation of Endosome-like Vacuoles

(A) Electron micrographs of endocytic intermediates at hippocampal synapses treated with DMSO or SMIFH2 and non-stimulated or stimulated with 200 APs

(40 Hz 5 s) and chemically fixed 20 s afterward. Endosome-like vacuoles (ELVs) and non-coated invaginations are marked with * and arrowheads, respectively.

Postsynaptic compartment and the postsynaptic density are highlighted in yellow and orange, respectively. Scale bar, 500 nm.

(B) Example images of clathrin-coated vesicles (CCV), clathrin-coated pits (CCP), non-coated invaginations, and ELVs. Scale bar, 250 nm.

(C–F) Formin inhibition leads to reduced ELV formation and the accumulation of non-coated presynaptic plasma membrane invaginations in stimulated

boutons.

(C) Average number of CCPs per mm2 in non-stimulated (DMSO: 0.02 ± 0.01, SMIFH2: 0.03 ± 0.01) and stimulated (DMSO: 0.20 ± 0.05, SMIFH2: 0.28 ± 0.06)

boutons.

(D) Average number of CCVs per mm2 in non-stimulated (DMSO: 0.07 ± 0.03, SMIFH2: 0.08 ± 0.03) and stimulated (DMSO: 0.24 ± 0.05, SMIFH2: 0.18 ± 0.04)

boutons.

(E) Average number of non-coated invaginations per mm2 in non-stimulated (DMSO: 0.22 ± 0.06, SMIFH2: 0.19 ± 0.05) and stimulated (DMSO: 0.17 ± 0.04,

SMIFH2: 0.49 ± 0.09, p < 0.05) boutons.

(F) Average number of ELVs per mm2 in non-stimulated (DMSO: 3.46 ± 0.23, SMIFH2: 3.84 ± 0.28) and stimulated (DMSO: 6.81 ± 0.37, SMIFH2: 4.39 ± 0.30,

p < 0.05) boutons.

Data shown represent the mean ± SEM of N = 4 independent experiments, n > 200 boutons analyzed per condition.
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temperature. Moreover, we corroborate that in hippocampal

neurons the kinetics of SV endocytosis are largely independent

of clathrin and AP-2, consistent with data from a variety of sys-

tems (Fuchs et al., 2014; Heerssen et al., 2008; Jung et al.,

2015; Kasprowicz et al., 2008; Kim and Ryan, 2009; Kononenko

et al., 2014; Watanabe et al., 2013a, 2014). Instead, we find that

mammalian neurons including hippocampal neurons in culture

and globular bushy cells that form calyx of Held synapses capi-

talize on clathrin-independent endocytosis (CIE) via formin-

dependent actin assembly, likely in conjunction with myosin II,

to internalize SV membranes into synaptic ELVs from which

SVs reform. Our data provide a possible explanation for at least

some of the previous discrepant results regarding the time

course and mechanism of SV endocytosis and recycling. Using

an acid quench protocol (Merrifield et al., 2005) to probe the

rate of endocytosis independent of reacidification, we show

that in response to AP trains the majority of SV proteins is inter-

nalized over many seconds, while a minor fraction of SV proteins

(10%–30%) appears to be endocytosed rapidly at physiological

temperature. Interestingly, we observe that about half of all SV

proteins exocytosed in response to 2 AP stimuli are endocytosed

with ultrafast kinetics: we estimate a tfast of 0.7 s, although the

true time constant might be somewhat slower as the assay is

‘‘blind’’ to endocytosis that occurs during the stimulation. Irre-

spective of these considerations, our results suggest that UFE

has a low capacity that may be limited to single or few APs (as

in Watanabe et al., 2013a, 2013b; Delvendahl et al., 2016), at

least in hippocampal synapses. Whether UFE represents a ki-

netic component of CIE or is a mechanistically distinct pathway

remains to be determined.

Moreover, we demonstrate that previous data based on

pHluorin imaging suggesting an essential role for clathrin in SV

endocytosis may be explained at least in part by adverse effects

of lipofectamine, e.g., due to impaired reacidification as a conse-

quence of reduced mitochondrial function. Delayed pHluorin

quenching in clathrin-depleted neurons transfected with lipo-

fectamine, thus, likely reflects the accumulation of enlarged

ELVs (Heerssen et al., 2008; Kasprowicz et al., 2008; Kono-

nenko et al., 2014; Watanabe et al., 2014), which exhibit de-

layed acidification due to their decreased surface-to-volume ra-

tio compared to small vesicles. The time course and mechanism

of SV endocytosis determined here closely matches observa-

tions in a variety of other systems. Capacitance measurements

at the calyx of Held (Eguchi et al., 2012; Okamoto et al., 2016;

Wu et al., 2014a), ribbon synapses of retinal bipolar cells (Llobet

et al., 2011), and inner hair cells (Beutner et al., 2001), and of

cerebellar mossy fiber synapses (Delvendahl et al., 2016) have

revealed time constants for endocytosis that range from

less than one second up to tens of seconds (Okamoto et al.,

2016), depending on stimulation. We observe a slowing of SV

endocytosis with increasing stimulus strength at physiological

temperature (e.g., about 0.7 and 12 s for 2 APs, 0.7 and 26 s

for 10 APs at 10 Hz, >30 s for 200 APs at 40 Hz) in agreement

with prior data (Armbruster et al., 2013), although the precise t

values vary depending on the experimental conditions (e.g.,

extracellular calcium) and the pHluorin reporter used (e.g., we

observe a tendency for faster kinetics of synaptophysin

compared to synaptotagmin 1 internalization in conventional

pHluorin [compare Figures 2E and S2F] and in acid quench

[Figure 1E] assays). The latter may reflect distinct rates and/or ef-

ficacies of SV protein sorting at the cell surface (Kaempf et al.,

2015; Kononenko et al., 2013; Zhang et al., 2015) among other

possibilities.

We show that the kinetics of SV endocytosis are largely inde-

pendent of clathrin and AP-2, and, thus, of classical CME, at

least in hippocampal neurons in culture. CIE of SV membranes

has been observed at inner hair cell synapses from conditional

AP-2 KO mice (Jung et al., 2015), cerebellar mossy fiber synap-

ses (at least for low to moderate stimuli; Delvendahl et al., 2016),

and in retinal bipolar neurons (Llobet et al., 2011). Moreover, our

data are in good agreement with the observed formation of

non-coated endocytic intermediates within 4–30 s in micro-

wave-fixed electrically stimulated hippocampal neurons (Schi-

korski, 2014) and in photoreceptors (Fuchs et al., 2014). Finally,

CIE of SVs is consistent with the surprisingly mild phenotypes of

genetic KO of clathrin (Sato et al., 2009), AP-2 (Gu et al., 2008;

Kononenko et al., 2014), AP180 (Koo et al., 2015), or stonin 2

(Kononenko et al., 2013) on the kinetics of SV retrieval in different

organisms and systems. We favor a model according to which

clathrin-associated endocytic adaptors (e.g., AP-2, AP180, or

stonin 2) serve to concentrate SV proteins at endocytic sites

on the neuronal surface to ensure their sorting into endocytic

carriers formed largely by CIE. As these endocytic carriers pinch

off from the plasmamembrane by formin-mediated actin assem-

bly and dynamin activity, clathrin coats assemble to facilitate the

reformation of SVs from ELVs (Figure 6). Consistent with this

model, ELVs accumulate following sustained or acute inactiva-

tion of clathrin or AP-2 (Heerssen et al., 2008; Jung et al.,

2015; Kasprowicz et al., 2008; Kononenko et al., 2014; Wata-

nabe et al., 2014), resulting in depression of exocytic neurotrans-

mitter release (compare Figure 2I; Jung et al., 2015; Kononenko

et al., 2014; Watanabe et al., 2014). This may relate to the fact

that at least in non-neuronal cells clathrin coat assembly is a

slow process with a lifetime of 60–90 s (McMahon and Boucrot,

2011). Depending on the rate of membrane fission by formin/

F-actin and dynamin that may conceivably be controlled by

neuronal activity (Armbruster et al., 2013; Ferguson et al.,

2007; Wu et al., 2014a), clathrin coat assembly occurs either

on the plasma membrane (e.g., under conditions of sustained

low-frequency stimulation [Kononenko et al., 2014]) or on ELVs

post-fission akin to the clathrin-coated structures observed on

lysed nerve terminal preparations in vitro (Takei et al., 1996). It

is, therefore, possible that at synapses, where the rate of fission

is low (e.g., reticulospinal synapses of the lamprey [Evergren

et al., 2004], which operate at low temperature), CME may play

amore important role in regulating the kinetics of SV endocytosis

(Evergren et al., 2004; Hosoi et al., 2009; Watanabe et al., 2010).

Future studies using tools (e.g., genetic models) that specifically

target CME but not CIE are needed to address this possibility.

Our own data together with prior results favor amodel in which

the internalization step of SV endocytosis is driven by formin/

mDia1-mediated assembly of actin (Ganguly et al., 2015), which

has recently been shown to be required for SV endocytosis (Wu

et al., 2016). Linear actin filaments anchored to the membrane

by formin/mDia1 provide a substrate for membrane fission by

dynamin (Armbruster et al., 2013; Ferguson et al., 2007;
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Raimondi et al., 2011) and endophilin (Boucrot et al., 2015; Llo-

bet et al., 2011; Milosevic et al., 2011) that act in conjunction

with myosin II motors (Chandrasekar et al., 2013; Flores et al.,

2014; Yue and Xu, 2014) to catalyze membrane fission. This

pathway bears similarity to CIE in yeast, which requires the

assembly of linear actin filaments by the formin Bni1 but not

N-WASP/Arp2/3-dependent branched actin networks (Prosser

et al., 2011). In this model, dynamin and formin/mDia1-based

actomyosin filaments cooperate to facilitate membrane internal-

ization (as seen for CIE of Shiga toxin [Renard et al., 2015]) and,

thereby, restore membrane tension, which likely is required for

the maintenance of exocytic fusion competence. SV reformation

by clathrin-dependent and possibly other budding events (Wu

et al., 2014b) can occur with a kinetic delay as synapses capi-

talize on a large reserve SV pool (Denker et al., 2011). Such a

two-step mechanism (Figure 6) may be of fundamental impor-

tance for synapse function as it enables neurons to plastically

control exo-/endocytic SV membrane dynamics in order to be

able to respond to awide range of stimuli (single APs to hundreds

of Hz) at different types of synapses. How this pathway is kinet-

ically controlled and how such control relates to synaptic activity

will be an important subject of future studies.
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