


Open up a world of new imaging strategies and possibilities with the 
latest upgrade to Nikon’s always evolving A1R+ confocal microscope 
system. The all-new High Definition 1K Resonant Scanner delivers  
high resolution images at ultra-high speed. The new scanner also 

provides 4x the field of view at the same resolution usually generated  
by a normal 512x512 scanner. The wide dynamic range and reduced 

noise level raises the bar for image quality in resonant scanners.

For more information, go to www.nikoninstruments.com/a1r  
or call 1-800-52-NIKON.
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David Ferrick, PhD, Agilent Technologies

Seahorse Bioscience is now Agilent, providing the 
same proven technologies that help scientists make 
groundbreaking discoveries about the role of metabolism 
in disease. These technologies also enable researchers to 
open new windows of discovery and do more in less time:

•  Rapidly measure both mitochondrial and glycolytic 
function in live cells in real-time

•  Quickly connect physiological traits of cells with 
genomic and proteomic data

•  Create new insights into immunology and diseases 
like cancer, obesity, and diabetes

See what’s possible.

Learn more about Agilent Seahorse XF products at 
www.agilent.com/chem/discoverxf

© Agilent Technologies, Inc. 2017
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NEW

Accuracy by Design; 
Not by Chance.
Human XL Cytokine Discovery Luminex®   
High Performance Assay

• Broad selection – 45 analytes
• Superior accuracy – see the data
• Flexible – choose your analytes
• Easy to order – save time
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DEFINE 
the Intended 

Antibody 
Application

UNDERSTAND 
the Attributes of 

an Antigen

ESTABLISH 
the Controls for 

Antigen 
Detection

REVIEW
 Antibody 
Vendor 

Information

PERFORM
 In-house 
Validation

Find approved nomenclature of an 
antigen. Confirm protein sequence 
and molecular weight. Identify 
isoforms or variants.

Identify PTMs and other protein 
processing. Examine the presence 
of proteins closely related to 
target protein. Identify cellular 
localization.

Determine the type of 
immunogen used for antibody 
production. Establish whether 
monoclonal or polyclonal. 
Determine antibody isotype. 
Identify clone name or product 
code. 

Establish host species. Find 
species reactivity. Analyze 
performance data on tested 
applications.

Determine the type of 
immunoassay required. 

Consider how the target protein 
may be modified in sample 
preparation. Consider how the 
antigen is identified by an 
antibody in a given application 
(e.g. cell type differentiation, 
protein localization, protein 
expression, or quantification).

Evaluate peer-reviewed literature 
for intended target detection.
Review databases for expression 
levels of intended target.

Determine types of cell lines, 
tissues, stimulation agents, 
transgenic or knockout models to 
use for confirmation. Establish 
the best controls for the intended 
antigen.

Determine whether existing 
validation data is available. If data 
is unavailable, perform additional 
validation using the appropriate 
controls. Optimize the antibody 
concentrations and buffer 
conditions. Start with conditions 
suggested by the vendor. 

Test the antibody against 
established controls to ensure 
specificity and reproducibility.

Antibody
Validation

www.rockland-inc.com

http://www.rockland-inc.com/


40 years of consistent dosing
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40 Years

ALZET® Osmotic Pumps
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(actual size)
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Find out more at
alzet.com/40years
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IT’S LIGHTING THE WAY 
TO A NEW LEVEL OF  
UNDERSTANDING

Check out the new Operetta CLS HCA System at 
www.perkinelmer.com/LightTheWay

Your everyday and innovative cellular assays can 
reveal deep biological understanding, if you’ve got 
the sensitive imaging and intuitive data analysis 
to uncover it. The Operetta CLS™ high-content 
analysis system features a unique combination 
of microscopy technologies – automated water-
immersion objectives, high-power 8x LED 

Operetta CLS High-Content Analysis System

illumination, true confocal optics, and an ultrasensitive 
sCMOS camera – to deliver all the speed, sensitivity, 
and resolution you need to reveal subcellular 
details. And with our simple, powerful Harmony™ 
4.5 software, Operetta CLS lets you discover subtle 
phenotypic changes. Operetta CLS: When great 
technologies combine, what happens is illuminating.

http://www.perkinelmer.com/LightTheWay


Foreword

In 2012, Cell Press launched the “Best of” reprint collections across a number of journals, most 
notably Cell. Now, we are happy to bring you a new Best of Cell that focuses on articles published 
over the course of 2017.

For this edition, we made our selection by looking at reviews and research articles that garnered 
wide attention or captured editorial interest for their conceptual impact and then selecting a 
representative group from each of the year’s four published volumes and a broad range of topics. In 
addition, we’ve included a collection of SnapShots that present up-to-date, quick-read summaries 
to highlight several key areas of biology; we hope these SnapShots will be useful reference tools 
for the scientific community. The papers collected here also feature exciting methodologies and 
experimental procedures—including single-cell analysis of lung adenocarcinoma, engineering 
modified mRNA vaccines against Zika, and using gut microbiota to model neuroinflammation in a 
model of Parkinson’s disease.

We hope these highlighted articles will provide an overview of the different perspectives of the 
science we published during 2017. We recognize that no single measurement can be indicative 
of the “best” papers over a given period of time, especially when the articles are relatively new 
and their true significance may still need time to be established. Regardless of whether these 
papers will be highly cited in their fields, we believe they are noteworthy, and we hope you enjoy 
reading them. 

You can access the entire “Best of” collection online at www.cell.com/bestof. Also visit www.cell.
com/cell to learn about the latest findings that Cell has had the privilege to publish and www.
cell.com to find other high-quality life science papers published in the full portfolio of Cell Press 
journals. Please feel free to contact us at cell@cell.com to tell us about your latest work or to 
provide feedback. We look forward to working with you in 2018 and beyond!

As a final note, we are grateful for the generosity of our sponsors, who helped to make this reprint 
collection possible.

For information for the Best of Series, please contact:

Jonathan Christison
Program Director, Best of Cell Press
e: jchristison@cell.com
p: 617-397-2893
t: @CellPressBiz

http://www.cell.com/bestof
http://www.cell.com/
mailto:cell@cell.com
mailto:jchristison@cell.com
http://www.cell.com/cell
http://www.cell.com/cell
http://www.cell.com/
http://twitter.com/@cellpressbiz


IMMUNO-ONCOLOGY

Pioneers in Automated Cell 
Counting and Analysis

Making your analysis count and your research excel in:

  High throughput foci and plaque counting
  3D multicellular tumor-spheroid screening
  Cell mediated cytotoxicity assays for Immuno-Oncology
  Imaging, identifi cation and quantifi cation for single cell analyses

Learn more at www.nexcelom.com

VIROLOGY 3D MODELS
SINGLE CELL ANALYSISIMMUNO-ONCOLOGY

Simply Counted

Better tools for Better Biology for Better Life

http://www.nexcelom.com/
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No matter the time of day or night, 
see exactly what happened 
to your cells and when.

Biological processes are dynamic, and a single snapshot in time may not 

capture rare or transient events, causing you to miss a relevant response.  

With the IncuCyte® S3 live-cell analysis system and reagents, 

automatically follow the sequence of biological events continuously, 

then ‘rewind and replay’ the experiment to see what really happened 

to your cells while you were away.

The IncuCyte S3 combines image-based measurements, 

a physiologically relevant environment, and microplate 

throughput to enable researchers to visualize and 

analyze cell behaviors at a scale and in ways that 

were previously not possible—all without ever 
removing cells from the incubator.

Visit www.essenbio.com/IncuCyte
to learn about the next-generation 

IncuCyte S3 System and the benefits 

of real-time, automated live-cell analysis.

The IncuCyte S3 combines image-based measurements, 

a physiologically relevant environment, and microplate 

throughput to enable researchers to visualize and 

analyze cell behaviors at a scale and in ways that 

all without ever 
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No matter the time of day or night, 
see exactly what happened 
to your cells and when.

Biological processes are dynamic, and a single snapshot in time may not 

capture rare or transient events, causing you to miss a relevant response.  

With the IncuCyte® S3 live-cell analysis system and reagents, 

automatically follow the sequence of biological events continuously, 

then ‘rewind and replay’ the experiment to see what really happened 

to your cells while you were away.

The IncuCyte S3 combines image-based measurements, 

a physiologically relevant environment, and microplate 

throughput to enable researchers to visualize and 

analyze cell behaviors at a scale and in ways that 

were previously not possible—all without ever 
removing cells from the incubator.

Visit www.essenbio.com/IncuCyte
to learn about the next-generation 

IncuCyte S3 System and the benefits 

of real-time, automated live-cell analysis.

The IncuCyte S3 combines image-based measurements, 

a physiologically relevant environment, and microplate 

throughput to enable researchers to visualize and 

analyze cell behaviors at a scale and in ways that 
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Best of 2017

Snapshots

Reviews

Articles and Resources

Class 1 CRISPR-Cas Systems

Class 2 CRISPR-Cas Systems

Epigenomic Assays

The Noncanonical Inflammasome

Subcellular mRNA Localization

Nucleo-cytoskeletal Interactions

Cellular Senescence Pathways

Emerging Biological Principles of Metastasis

Mapping the Neural Substrates of Behavior

mTOR Signaling in Growth, Metabolism, and Disease

Mutation of the Human Circadian Clock Gene CRY1  
in Familial Delayed Sleep Phase Disorder

Putting p53 in Context

Metabolic Instruction of Immunity

Kira S. Makarova, Feng Zhang, and Eugene V. Koonin

Kira S. Makarova, Feng Zhang, and Eugene V. Koonin

Martin Krzywinski and Martin Hirst

Jingjin Ding and Feng Shao

Mohammad Mofatteh and Simon L. Bullock

Cátia S. Janota, Francisco J. Calero-Cuenca, Judite Costa, 
and Edgar R. Gomes

Ricardo Iván Martínez-Zamudio, Lucas Robinson,  
Pierre-Francois Roux, and Oliver Bischof

Arthur W. Lambert, Diwakar R. Pattabiraman,  
and Robert A. Weinberg

Alice A. Robie, Jonathan Hirokawa, Austin W. Edwards, 
Lowell A. Umayam, Allen Lee, Mary L. Phillips, Gwyneth 
M. Card, Wyatt Korff, Gerald M. Rubin, Julie H. Simpson, 
Michael B. Reiser, and Kristin Branson

Robert A. Saxton and David M. Sabatini

Alina Patke, Patricia J. Murphy, Onur Emre Onat, Ana C. 
Krieger, Tayfun Özçelik, Scott S. Campbell, and  
Michael W. Young

Edward R. Kastenhuber and Scott W. Lowe

Michael D. Buck, Ryan T. Sowell, Susan M. Kaech, 
and Erika L. Pearce

Innate Immune Landscape in Early Lung  
Adenocarcinoma by Paired Single-Cell Analyses

Yonit Lavin, Soma Kobayashi, Andrew Leader, El-ad David 
Amir, Naama Elefant, Camille Bigenwald, Romain Remark, 
Robert Sweeney, Christian D. Becker, Jacob H. Levine,
Klaus Meinhof, Andrew Chow, Seunghee Kim-Shulze, Andrea 
Wolf, Chiara Medaglia, Hanjie Li, Julie A. Rytlewski, Ryan 
O. Emerson, Alexander Solovyov, Benjamin D. Greenbaum, 
Catherine Sanders, Marissa Vignali, Mary Beth Beasley, Raja 
Flores, Sacha Gnjatic, Dana Péer, Adeeb Rahman, Ido Amit, 
and Miriam Merad

(continued)



Crystal Structure of the Human Cannabinoid  
Receptor CB1

Oncolytic Virotherapy Promotes Intratumoral T Cell 
Infiltration and Improves Anti-PD-1 Immunotherapy

Modified mRNA Vaccines Protect against  
Zika Virus Infection

Gut Microbiota Regulate Motor Deficits and 
Neuroinflammation in a Model of Parkinson’s Disease

Fasting-Mimicking Diet Promotes Ngn3-Driven b-Cell 
Regeneration to Reverse Diabetes

UV Irradiation Induces a Non-coding RNA that 
Functionally Opposes the Protein Encoded by  
the Same Gene

Interspecies Chimerism with Mammalian  
Pluripotent Stem Cells

Tian Hua, Kiran Vemuri, Mengchen Pu, Lu Qu, Gye Won 
Han, Yiran Wu, Suwen Zhao, Wenqing Shui, Shanshan Li, 
Anisha Korde, Robert B. Laprairie, Edward L. Stahl, Jo-
Hao Ho, Nikolai Zvonok, Han Zhou, Irina Kufareva, Beili Wu, 
Qiang Zhao, Michael A. Hanson, Laura M. Bohn, Alexandros 
Makriyannis, Raymond C. Stevens, and Zhi-Jie Liu

Antoni Ribas, Reinhard Dummer, Igor Puzanov, Ari 
VanderWalde, Robert H.I. Andtbacka, Olivier Michielin, 
Anthony J. Olszanski, Josep Malvehy, Jonathan Cebon, 
Eugenio Fernandez, John M. Kirkwood, Thomas F. Gajewski, 
Lisa Chen, Kevin S. Gorski, Abraham A. Anderson, Scott J. 
Diede, Michael E. Lassman, Jennifer Gansert, F. Stephen 
Hodi, and Georgina V. Long

Justin M. Richner, Sunny Himansu, Kimberly A. Dowd, Scott 
L. Butler, Vanessa Salazar, Julie M. Fox, Justin G. Julander, 
William W. Tang, Sujan Shresta, Theodore C. Pierson, 
Giuseppe Ciaramella, and Michael S. Diamond

Timothy R. Sampson, Justine W. Debelius, Taren Thron, 
Stefan Janssen, Gauri G. Shastri, Zehra Esra Ilhan, Collin 
Challis, Catherine E. Schretter, Sandra Rocha, Viviana 
Gradinaru, Marie-Francoise Chesselet, Ali Keshavarzian, 
Kathleen M. Shannon, Rosa Krajmalnik-Brown, Pernilla 
Wittung-Stafshede, Rob Knight, and Sarkis K. Mazmanian

Chia-Wei Cheng, Valentina Villani, Roberta Buono, Min Wei, 
Sanjeev Kumar, Omer H. Yilmaz, Pinchas Cohen, Julie B. 
Sneddon, Laura Perin, and Valter D. Longo

Laura Williamson, Marco Saponaro, Stefan Boeing, Philip 
East, Richard Mitter, Theodoros Kantidakis, Gavin P. Kelly, 
Anna Lobley, Jane Walker, Bradley Spencer-Dene, Michael 
Howell, Aengus Stewart, and Jesper Q. Svejstrup

Jun Wu, Aida Platero-Luengo, Masahiro Sakurai, Atsushi 
Sugawara, Maria Antonia Gil, Takayoshi Yamauchi, Keiichiro 
Suzuki, Yanina Soledad Bogliotti, Cristina Cuello, Mariana 
Morales Valencia, Daiji Okumura, Jingping Luo, Marcela 
Vilariño, Inmaculada Parrilla, Delia Alba Soto, Cristina A. 
Martinez, Tomoaki Hishida, Sonia Sánchez-Bautista, M. 
Llanos Martinez-Martinez, Huili Wang, Alicia Nohalez, Emi 
Aizawa, Paloma Martinez-Redondo, Alejandro Ocampo, 
Pradeep Reddy, Jordi Roca, Elizabeth A. Maga, Concepcion 
Rodriguez Esteban, W. Travis Berggren, Estrella Nuñez 
Delicado, Jeronimo Lajara, Isabel Guillen, Pedro Guillen, 
Josep M. Campistol, Emilio A. Martinez, Pablo Juan Ross, 
and Juan Carlos Izpisua Belmonte
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CONTACT GENEWIZ:
Ph.D. experts available to discuss your project:

+1(908) 222-0711 ext. 1
NGS@genewiz.com
genewiz.com

NEW! Amplicon-EZ
Delivers fast, cost-effective, ultra-deep sequencing of 
PCR products/amplicons via next generation sequencing.

• Superior data quality

•  Starting at just $50 a sample

• Complete sample-to-answer workflows

• Interactive reports

• Results in as few as three days!

Experience the GENEWIZ Difference

Whole Genome/Exome Sequencing

Targeted Sequencing

Single-Cell RNA-Seq 

SNP Genotyping 

Synthetic Libraries 

CLIA-Compliant Sanger Sequencing 

Enhancing  human        
               research since 1999

 Visit web.genewiz.com/amplicon-ez

 genewiz.com

mailto:NGS@genewiz.com
http://genewiz.com/
http://web.genewiz.com/amplicon-ez
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SnapShot: Class 2 CRISPR-Cas Systems
Kira S. Makarova,1 Feng Zhang,2,3 and Eugene V. Koonin1
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SnapShot: Epigenomic Assays
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SnapShot: Subcellular  
mRNA Localization
Mohammad Mofatteh and Simon L. Bullock
Cell Biology Division, MRC Laboratory of Molecular Biology, Francis Crick Avenue, Cambridge CB2 0QH, UK
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Metastases account for the great majority of cancer-associated deaths, yet this complex process
remains the least understood aspect of cancer biology. As the body of research concerning metas-
tasis continues to grow at a rapid rate, the biological programs that underlie the dissemination and
metastatic outgrowth of cancer cells are beginning to come into view. In this review we summarize
the cellular and molecular mechanisms involved in metastasis, with a focus on carcinomas where
themost is known, andwe highlight the general principles ofmetastasis that have begun to emerge.

Introduction
The diversity of cancers that arise in humans exceeds 200

distinct disease entities—reflecting differences in the normal

cells of origin, acquired somatic mutations, variably altered tran-

scriptional networks, and influences of local tissuemicroenviron-

ments. Attempts have been made to distill this complexity into a

unifying set of organizing principles termed cancer hallmarks

(Hanahan and Weinberg, 2000, 2011). In spite of significant

advances in the study, diagnosis, and treatment of cancer, the

vast majority of patients with advanced metastatic disease

confront a terminal illness that is, with rare exception, incurable

by current therapeutic regimens. Stated differently, the over-

whelming majority of cancer-associated deaths (about 90%)

are caused by metastatic disease rather than primary tumors.

The dissemination of cancer cells from primary tumors and

their subsequent seeding of new tumor colonies in distant tis-

sues involves a multi-step process known as the invasion-

metastasis cascade (Fidler, 2003; Gupta and Massagué, 2006;

Talmadge and Fidler, 2010). This sequence of events involves

the local invasion of primary tumor cells into surrounding tissues;

intravasation of these cells into the circulatory system and sur-

vival during hematogenous transit; arrest and extravasation

through vascular walls into the parenchyma of distant tissues;

formation of micrometastatic colonies in this parenchyma; and

the subsequent proliferation of microscopic colonies into overt,

clinically detectable metastatic lesions, this last process being

termed colonization.

In contrast to the large body of findings that have revealed the

detailed pathogenetic mechanisms leading to primary tumor for-

mation, the biological underpinnings of metastatic disease

remain poorly understood. Furthermore, relatively few principles

have emerged that would unify our understanding of how diverse

types of metastases arise and how similar or different each may

be relative to the behavior of its corresponding primary tumor.

Nonetheless, over the past 15 years significant progress has

been made in elucidating various aspects of the metastatic

program, particularly for carcinomas, which in aggregate ac-

count for �80% of cancer cases and thus the majority of cancer

deaths.

Here we summarize important advances that have revealed

some of the mechanisms that underlie the dissemination and

metastatic outgrowth of carcinoma cells. Drawing from this

increasingly large and complex body of work, we suggest that

a few key biological principles have begun to emerge for certain

aspects of the metastatic cascade, while for other steps of the

cascade a unifying conceptual framework remains more elusive.

Dissemination of Carcinoma Cells
The process of dissemination subsumes the initial steps of the

invasion-metastasis cascade that enable malignant tumor cells

to acquire traits that equip them with the ability to leave the

primary site and travel to distant tissues (Figure 1A). As with

almost all of the discussions in this review, we describe these

processes in the context of the intensively studied carcinomas.

One centrally important process enabling these steps is the

cell-biological program termed the epithelial-mesenchymal

transition (EMT), a developmental program that is normally em-

ployed during embryogenesis (and in adults for the healing of

epithelial tissues) and is hijacked by carcinoma cells, endowing

them with multiple malignant traits associated with the loss of

epithelial properties and the acquisition of certain mesenchymal

features in their stead (Thiery, 2002).

The Epithelial-Mesenchymal Transition

The EMT program confers on epithelial cells, both normal and

neoplastic, properties that are critical to invasion and metastatic

dissemination, notably increased motility, invasiveness, and the

ability to degrade components of the extracellular matrix (ECM)

(Kalluri and Weinberg, 2009; Nieto et al., 2016; Thiery, 2002). In

fact, the EMT is really a group of cell-biological programs that

share features in common but differ in certain critical details,

depending on the tissue site, the degree of malignancy, and

the contextual signals experienced by individual neoplastic cells.

These complex programs are orchestrated and coordinated by a

series of master EMT-inducing transcription factors (EMT-TFs),

notably Snail, Slug, Twist, and Zeb1, which have been explored

in great experimental detail (De Craene and Berx, 2013;

Lamouille et al., 2014). Yet other TFs capable of inducing compo-

nents of the EMT program have also been described (e.g., Zeb2,
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Foxc2, Prrx1, among others), but their roles in cancer pathogen-

esis remain less well documented. Although traditional models

of tumorigenesis posit that metastasis is a late event during the

course of multi-step tumor progression, some studies have

shown that acquisition of EMT-associated traits and the process

of dissemination can actually occur relatively early, being evident

even in certain preneoplastic lesions (Hüsemann et al., 2008;

Rhim et al., 2012; Harper et al., 2016).

Of additional relevance is the fact that several types of

carcinoma cells have been found to acquire tumor-initiating

capability after induction of EMT programs. These include breast

(Mani et al., 2008; Morel et al., 2008), colorectal (Brabletz

et al., 2005; Fan et al., 2012; Pang et al., 2010), ovarian

(Long et al., 2015), pancreatic (Rasheed et al., 2010), prostate

(Kong et al., 2010), and renal (Zhou et al., 2016), among other

types of carcinomas. Tumor-initiating ability, usually depicted

as the defining trait of cancer stem cells (CSCs), is generally

gauged by implantation of populations of neoplastic cells in

appropriate mouse hosts. Such tests indicate that CSCs are

almost always present as relatively small subpopulations of

neoplastic cells residing within individual tumors among larger

populations of cancer cells that lack tumor-initiating powers.

Residence of a disseminating carcinoma cell in the CSC state

would seem to be critical for progression through the invasion-

metastasis cascade, since disseminated tumor cells must

presumably be endowed with tumor-initiating ability in order to

function as the founders of new metastatic colonies. Moreover,

acquisition of more mesenchymal traits, as driven by an EMT

program, has been found to elevate the resistance of carcinoma

cells to various types of cytotoxic treatments, including both ra-

dio- and chemotherapies (Gupta et al., 2009; Kurrey et al., 2009),

providing one explanation of the often-observed phenomenon

that CSCs tend to be more therapy resistant than their non-

CSC counterparts (Singh and Settleman, 2010).

While the EMT program might be depicted as operating much

like a binary switch, in which cancer cells reside either in an

epithelial or a mesenchymal state, the truth is more complex,

in that EMT programs activated in carcinoma cells usually drive

the acquisition of certainmesenchymal traits while permitting the

retention of some epithelial traits, leaving carcinoma cells with

mixed epithelial/mesenchymal phenotypes (Figures 1B and 1C).

EMT programs seem almost invariably to be triggered in

carcinoma cells by heterotypic signals that these cells receive

from the nearby tumor-associated stroma. Thus, during the

course of tumor progression, the stroma—which is composed

of a variety of fibroblasts, myofibroblasts, endothelial, myeloid,

and lymphoid cells recruited from host tissues—increasingly

takes on the appearance of a stroma that typically forms during

the healing of wounded epithelial tissues. Such a ‘‘reactive’’

stroma releases various signals, including TGF-bs, Wnts, and

certain interleukins that impinge on nearby carcinoma cells,

inducing the latter to activate their previously silent EMT

Figure 1. Dissemination of Carcinoma Cells
(A) Carcinoma cell dissemination occurs via two mechanisms: single-cell dissemination through an EMT (gray arrow) or the collective dissemination of tumor
clusters (black arrow). Recent evidence suggests that the leader cells of tumor clusters also undergo certain phenotypic changes associated with the EMT.
(B) The epithelial state can be portrayed as the default state of residence; as cells undergo an EMT they enter into a succession of multiple epigenetic states,
depicted here as free energy wells, with each state moving toward a more mesenchymal phenotype representing a higher energy state.
(C) However, the barriers between states, depicted here again as free energy wells, may be relatively low, resulting in substantial spontaneous interconversion
between them, this being manifested as phenotypic plasticity.
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programs. This activation is generally reversible, and indeed

carcinoma cells that have activated EMT programs may revert

via a mesenchymal-epithelial transition (MET) to the phenotypic

state in which their ancestors resided prior to induction of the

EMT program.

While the EMT program appears to be critical to invasion and

dissemination of most and possibly all carcinoma types (see

below), to date there have been no rules formulated to predict

expression of its various components in different tissue con-

texts. Among the unresolved fundamental issues are: (1) the

nature of the heterotypic signals that converge on carcinoma

cells and collaborate to activate previously silent EMT programs

in these cells; (2) the extent to which these programs are acti-

vated at various stages of carcinoma progression; (3) the extent

to which the differentiation programs of normal cells of origin

influence the expression of various components of the EMT pro-

gram; (4) the respective roles of the various EMT-TFs cited above

in collaborating with one another in choreographing various

types of EMT programs; (5) the influence of somatic mutations

sustained during primary tumor formation on the activation and

expression of EMT programs; and (6) the roles of intracellular

and extracellular signaling pathways in sustaining the expression

of already-activated EMT programs.

Invasion by Collective Migration

Although the EMT is widely embraced as an important mode of

carcinoma cell dissemination, its precise roles in primary tumor

behavior remain unresolved. For example, invasion by primary

tumor cells generally involves the collective migration of large,

cohesive cohorts of cells into adjacent tissues rather than

the dispersal of individual carcinoma cells (Figure 1A; Friedl

et al., 2012). The organization of these cohorts appears to con-

flict with the behavior of cells that have passed through an

EMT and have lost cohesive cell-cell interactions, notably those

mediated by adherens junctions. Thus, these cohorts provoke

the question of whether EMT programs are indeed central to

eventual carcinoma cell dissemination, as implied above, or

instead represent only one of several alternative cell-biological

programs that enable dissemination to occur.

Collective migration involving groups of cells, which is

commonly seen at the borders of invasive carcinomas, is best

documented in the case of carcinomas of the breast and lungs

(Friedl et al., 2012); similar invasive cohorts undoubtedly partic-

ipate in invasion by other types of carcinoma cells as well (Chung

et al., 2016; Veracini et al., 2015). Cells residing within these

invasive cell phalanxes continue to express key epithelial

markers such as E-cadherin, which helps to sustain the cohesion

between the individual epithelial cells within these cohorts.

Moreover, the polyclonal nature of metastatic colonies of certain

breast cancers raises the possibility that they arose from genet-

ically heterogeneous clusters of disseminated cells, rather than

arising clonally from single disseminated cells (Cheung et al.,

2016). This raises the question of whether collective migration

represents an alternative to EMT and whether the two cell-bio-

logical programs are essentially mutually exclusive.

In fact, detailed histopathological analyses of invasive cohorts

often suggest that the EMT does indeed participate in collective

migration (Ye et al., 2015). Thus, these cohorts are themselves

internally complex, with invading cells at the leading edges

paving the way for large populations of followers to which they

remain attached via cell-cell junctions (Cheung et al., 2013). In

some cases, careful examination has revealed that certain

mesenchymal traits are exhibited by the leading cells at the

invasive fronts during collective migration (Revenu and Gilmour,

2009; Westcott et al., 2015; Ye et al., 2015). Such invading

leaders are likely to release various proteases that degrade the

extracellular matrix that would otherwise impede the forward

progress of the cohort as a whole. Moreover, such leader cells

may also possess the EMT-associatedmotility to enable forward

motion of the cohort as a whole. Together, the cells at invasive

edges may therefore pave the way for the followers that consti-

tute the bulk of the cell phalanxes.

Unresolved is a key experimental test of this model: can col-

lective invasion occur if activation of EMT programs is totally

blocked? Yet other studies report the presence of cancer-asso-

ciated fibroblasts, rather than carcinoma cells that have under-

gone an EMT, as leader cells at the invasive edges of carcinomas

(Gaggioli et al., 2007). Thus, additional experimental evidence is

required to address and clarify more precisely the events occur-

ring at the invasive edges of carcinomas and the nature of the

normal and neoplastic cell types involved.

An Essential Role of the EMT Program in Metastasis

Two studies have recently undertaken to refute the essential role

of the EMT program in the process of metastasis (Fischer et al.,

2015; Zheng et al., 2015). In both instances, the proofs that EMTs

did not occur while metastasis proceeded were not supported

by the evidence presented, leaving open the continuing question

of whether EMT is indeed critical to the metastatic ability of all

types of carcinoma cells. Moreover, the reports of these findings

coincide with a timewhen the definition of the EMT is undergoing

re-evaluation, as suggested above. Thus, EMT programs are

increasingly viewed as generating cells residing in a spectrum

of multiple intermediate states lying between epithelial and

mesenchymal poles (Figures 1B and 1C; Bednarz-Knoll et al.,

2012; Grosse-Wilde et al., 2015; Li and Kang, 2016; Nieto

et al., 2016). It is therefore likely that in some cases, metasta-

sizing carcinomas may exhibit overt mesenchymal properties

that aid in metastatic spread (Bonnomet et al., 2012; Trimboli

et al., 2008), whereas in other cases they may not require

the same suite of EMT-associated traits (Celià-Terrassa et al.,

2012).

In fact, a large number of reports highlight the existence

of the ‘‘partial EMT’’ state and its propensity to enhance

tumor progression and metastasis (Bednarz-Knoll et al., 2012;

Grosse-Wilde et al., 2015; Hong et al., 2015; Jordan et al.,

2011; Lundgren et al., 2009; Sampson et al., 2014; Schliekelman

et al., 2015). In contrast, induction of a fully mesenchymal state,

as achieved experimentally through the actions of introduced,

highly expressed EMT-TFs and resulting completion of an entire

EMT program, yields cells that have lost tumor-initiating ability

and thus the power to found metastatic colonies (Ocaña et al.,

2012; Tsai et al., 2012). Stated differently, the phenotypic plas-

ticity associated with carcinoma cells inhabiting the middle of

the epithelial-mesenchymal spectrum appears to be critical to

the founding of metastatic colonies and their subsequent robust

outgrowth. Unaddressed by this discussion is the behavior of

ovarian carcinomas, whose spread through the peritoneal space
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operates through principles very different from those character-

istic of most solid tumors.

Circulating Tumor Cells

Individual invasive carcinoma cells and invasive cohorts arising

from primary tumors may, sooner or later, invade into the vascu-

lature either of adjacent normal tissues or the neovasculature

that has been assembled within the tumors themselves. The re-

sulting intravasation provides access to an avenue for circulating

tumor cells (CTCs) to travel to distant sites, where they may seed

newmetastatic colonies (Kang and Pantel, 2013). Such travelers

may move as individual cells or as multi-cellular clumps that can

persist in the circulation until they encounter the small-bore

microvessels of distant tissues (which often possess luminal di-

ameters as small as �8 mm). The consequent physical trapping

would seem to ensure that the vast majority of intravasated

CTCs dwell in the general circulation for only seconds or minutes

after their initial entry into the vasculature. Although most CTCs

may be rapidly cleared, it has been recently reported that even

clusters of CTCs are capable of maneuvering through capil-

lary-sized vessels, doing so as a single-cell chain still held

together through adhesive interactions (Au et al., 2016). CTC

clusters introduced experimentally into the venous circulation

are far more efficient than individual carcinoma cells in seeding

metastatic colonies, ostensibly because, relative to single

CTCs, they are more resistant to apoptosis and may have an

advantage in physically lodging in the lumia of vessels (Aceto

et al., 2014). In addition, these clusters might be shielded from

various types of attacks, such as those launched by natural killer

(NK) cells, and may benefit from certain poorly understood

advantages in post-extravasation proliferation that could

contribute to their increased metastatic efficiency.

Nonetheless, single CTCs have been extensively studied in

recent years because of technical improvements in their isolation

from the blood of cancer patients (Aceto et al., 2015). Implicit in

these surveys is the notion that these cells represent intermedi-

aries between primary tumors and eventually formed metastatic

colonies. However, in light of the considerations discussed

above, it remains unclear which types of CTCs (single versus

clusters) are actually responsible for the lion’s share of metas-

tasis formation. Indeed, the probability of a single CTC success-

fully founding a metastatic colony is vanishingly small (Baccelli

et al., 2013). Independent of these considerations is the notion

that single and clustered CTCs released by primary tumors could

often be produced in a certain ratio, in which case the solitary

CTCs may serve as surrogate markers of the cell clusters that

may indeed be responsible for the formation of the great majority

of metastatic colonies.

Of additional relevance here is the fact the CTCs, traveling

either as individual cells or as clusters, often exhibit combinations

of epithelial and mesenchymal traits, reinforcing the role of the

EMT program in the process of intravasation and cancer cell

dissemination (Yu et al., 2013). Moreover, in longitudinal studies

of individual patients, the fraction of mesenchymal CTCs has

been found to increase progressively with acquired treatment

resistance and disease progression. One concern here derives

from the fact that CTC enrichment methods that rely on the

display by CTCs of cell-surface epithelial markers may well

miss capturing a sizeable, clinically relevant portion of the

CTCs that are responsible for seeding distant metastases but

have shed the bulk of their epithelial cell-surface markers as a

consequence of extensive progression through EMT programs.

All of these provisos do not detract from certain already-

proven uses of CTC technology. Single CTCs may indeed be

useful for certain types of diagnoses, since the presence of

CTCs has been repeatedly found in commonly occurring carci-

nomas, including those of the breast, prostate, lung, and colon

(Aceto et al., 2015). In particular, the longitudinal monitoring of

CTC concentrations through ‘‘liquid biopsies’’ may provide high-

ly useful information about the responses of a patient’s tumor to

various types of therapies. Another clearly useful application is

the measurement of CTCs in patients whose primary tumors

have been removed in order to determine whether residual,

occult metastatic deposits persist and continue to empty carci-

noma cells into the circulation.

In addition, the isolation, ex vivo expansion, and analysis of

viable CTCs can be used to profile genetic mutations and drug

sensitivities of the cells residing within primary tumors (Yu

et al., 2014). This may allow the prediction of patient responses

to various types of therapy, especially when the lesions being

treated are not readily biopsied, for example those in the brain.

Indeed, one already published report demonstrates that CTCs

isolated from prostate cancer patients can be harbingers of

eventually acquired drug resistance, such as those carrying mo-

lecular changes that can confer resistance to androgen receptor

antagonists (Miyamoto et al., 2015). Ideally, early detection and

characterization of CTCs prior to the appearance of clinically

detectable metastatic growths could be used to initiate or switch

treatment before the eruption of life-threatening metastases. At

present, however, this seems to be impractical, given the fact

that even actively growing, aggressive tumors tend to release

relatively low numbers of detectable CTCs into the circulation.

Interactions in Transit: Fates of Intravasated Carcinoma
Cells
In fact, carcinoma cells that have successfully invaded stromal

environments surrounding primary tumors can intravasate either

into blood or lymphatic vessels. The dissemination of cancer

cells to draining lymph nodes represents an important clinical

parameter that is incorporated into the histopathological staging

of the disease and thus is associated with particular prognoses

(de Boer et al., 2010). While carcinoma cells may promote the

growth of lymphatic vessels through the process of lymphangio-

genesis (Karaman and Detmar, 2014)—a process that is corre-

lated with disease progression (Skobe et al., 2001)—there is

scant evidence for the notion that the draining lymph nodes

represent temporary staging areas that enable significant

numbers of cancer cells to pause before proceeding further

into the bloodstream and thereafter to distant sites in the body.

Hence, these small metastatic deposits probably represent

dead ends for cancer cells and primarily function as surrogate

markers that reveal the extent of parallel, concomitant dissemi-

nation from the primary tumor into the general circulation. For

this reason, the discussion below is focused on the hematoge-

nous transport of carcinoma cells, as this is likely the main route

that metastatic cancer cells traverse prior to entering and colo-

nizing distant tissues.
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The safe passage of intravasated cancer cells to distant

anatomical sites is hardly guaranteed. Although the transit time

of a cancer cell through the bloodstream may amount to only a

few minutes, CTCs encounter multiple obstacles en route to

the parenchyma of distant tissues. Foremost here are the phys-

ical challenges associated with life in circulation, which include

loss of attachment to a substrate, hydrodynamic flow, and shear

stress (Headley et al., 2016). In addition, carcinoma cells in the

circulation are vulnerable to an immune attack, notably by NK

cells that target them for rapid elimination. However, certain

interactions between circulating carcinoma cells and other cell

types in the circulation can actually facilitate their passage

to and extravasation at distant sites, notably those involving

platelets, neutrophils, monocytes/macrophages, and endothe-

lial cells (Figure 2).

Interactions with Platelets

Once in the circulation, CTCs rapidly associate with platelets, an

interaction that is triggered by tissue factor displayed on the

surface of the carcinoma cells (Labelle and Hynes, 2012). De-

pending on the rate of CTC introduction into the circulation,

this can lead to imbalances in the normal homeostatic controls

on coagulation, which can result in certain clotting symptoms

that are seen in patients with cancer, specifically microthrombi,

disseminated intravascular coagulation, and even large pulmo-

nary emboli (Gay and Felding-Habermann, 2011).

At the same time, platelets facilitate tumor metastasis. Indeed,

the contribution of platelets to the metastatic process has been

appreciated since the 1960s, when studies revealed that exper-

imental induction of thrombocytopenia can exert an anti-meta-

static effect (Gasic et al., 1968), while a high platelet count has

for years been known to be associated with a poor clinical

prognosis across diverse types of carcinomas (Gay and Feld-

ing-Habermann, 2011). Platelets contain a plethora of bioactive

molecules that can potentially impact cancer progression and

work in more recent years has revealed a number of mecha-

nisms by which platelets can alter the fate of carcinoma cells

in transit (Franco et al., 2015; Gay and Felding-Habermann,

2011).

Of relevance here is the fact that platelets can protect CTCs

from elimination by cellular arms of the immune system. More

specifically, adhered platelets can prevent tumor cell recognition

and lysis by NK cells (Kopp et al., 2009; Nieswandt et al., 1999;

Palumbo et al., 2005). This effect can be mediated by soluble

factors derived from platelets, including TGF-b and PDGF that

inhibit NK cell activity (Labelle and Hynes, 2012), and, quite

possibly, by physically shielding cancer cells from NK cells

Figure 2. Interactions in Transit
Carcinoma cells escaping from primary tumors can intravasate into the circulation, either as single circulating tumor cells (CTCs) or as multicellular CTC clusters.
The bloodstream represents a hostile environment for CTCs, exposing them to rapid clearance by natural killer (NK) cells or fragmentation due to the physical
stresses encountered in transit through the circulation. Carcinoma cells gain physical and immune protection through the actions of platelets, which coat CTCs
shortly after intravasation. Neutrophils can provide protection fromNK cell attacks as well, while also contributing to the physical entrapment and extravasation of
CTCs. Once lodged in a capillary, activated platelets and carcinoma cells secrete a number of bioactive factors that can act on monocytes, endothelial cells, and
the carcinoma cells themselves. The collective effects of these interactions promote the transendothelial migration (TEM) of carcinoma cells, which can be aided
bymetastasis-associated macrophages (MAMs) in the target parenchyma. In lieu of TEM, arrested carcinoma cells may also proliferate intraluminally (not shown)
or induce necroptosis in endothelial cells.
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through the formation of protective cloaks around CTCs and the

deposition of fibrinogen on the cancer cells (Palumbo et al.,

2005, 2007). Such protection specifically against NK cell-

mediated attack may represent the most important benefit

conferred on intravascular carcinoma cells by platelets, since

the pro-metastatic effects of the thrombocytes are no longer

apparent in mice depleted of NK cells (Palumbo et al., 2005).

In addition to protecting circulating tumor cells from external

insults, platelets can also alter intracellular signaling pathways

within carcinoma cells that ultimately affect the ability of the

latter to establish metastatic growths. Notably, TGF-b secreted

by degranulating platelets can act in coordination with contact-

dependent signals that activate the NF-kB pathway in carci-

noma cells, thereby inducing or sustaining the expression of

EMT programs in the CTCs (Labelle et al., 2011). This direct

signaling between platelets and carcinoma cells can presum-

ably substitute for the absence of stroma-derived signals that

previously led, in the context of the primary tumor, to the induc-

tion of an EMT. In the absence of such heterotypic interactions,

CTCs may revert via a MET to the epithelial state of their

ancestors in the primary tumor, thereby losing the invasive

traits and tumor-initiating ability that would seem to be critical

for subsequent extravasation and the founding of metastatic

colonies.

Once activated by cancer cells, platelets can signal to nearby

endothelial cells as well. Tumor cells elicit ATP secretion from

activated platelets, which can proceed to render the vasculature

more permeable by acting on P2Y2 receptors expressed by

endothelial cells (Schumacher et al., 2013). Moreover, physical

interactions between platelets and endothelial cells, for example

those mediated by selectins, have been proposed to be impor-

tant for the adhesion of platelet-cancer cell clusters to the walls

of the vasculature (Köhler et al., 2010). It remains unclear, how-

ever, whether such adhesive interactions are actually critical to

the intraluminal arrest and eventual entrance by the neoplastic

cells into the parenchyma of various tissues.

Interactions with Neutrophils

Neutrophils can exist in distinct and dynamically changing

phenotypic states that can be shaped by the primary tumor as

well as other host cells (Coffelt et al., 2016; Fridlender et al.,

2009; Sagiv et al., 2015). We focus here on their actions in circu-

lation, where evidence is beginning to clarify their role during this

phase of the metastatic cascade. In certain instances neutro-

phils have been found to inhibit metastasis. For example, pri-

mary tumors can educate neutrophils via CCL2 secretion, giving

rise to tumor-entrained neutrophils (Granot et al., 2011). These

cells appear to accumulate in the circulation and the lungs of tu-

mor-bearing mice even prior to metastatic progression and have

been found to prevent carcinoma cells from seeding the lungs.

Neutrophils mobilized by G-CSF treatment lack this power

(Granot et al., 2011), highlighting the fact that neutrophils can

be primed to adopt different functional states.

In large part, however, themolecular and cellular physiology of

neutrophils appears to dictate that their predominant role is one

that favorsmetastatic seeding. For example, neutrophil extracel-

lular traps (NETs), which are formed from released DNA mole-

cules, are designed to entangle pathogens during a response

to infection but can also be deployed by neutrophils to capture

tumor cells in the circulation (Cools-Lartigue et al., 2013). Such

entangled CTCs may be more apt to survive intraluminally,

adhere to endothelial cells, and extravasate. Neutrophils can

directly interact with tumor cells trapped in the vasculature, pro-

longing their retention in the lung after intravenous injection (Huh

et al., 2010). In a similar manner, neutrophils can facilitate

adhesive interactions within liver sinusoids, thereby serving

as physical platforms on which CTCs can dock prior to extrava-

sation (Spicer et al., 2012). Additionally, neutrophils enhance

the extravasation of tumor cells after arrest, mainly through the

secretion of various matrix metalloproteinases (MMPs) (Spiegel

et al., 2016).

Neutrophils have also been shown to exert immunosuppres-

sive functions. Often mobilized through systemic signaling by a

primary tumor, neutrophils can inhibit both cytotoxic CD8+

T cell responses (Coffelt et al., 2015) and the intraluminal clear-

ance of carcinoma cells by NK cells (Spiegel et al., 2016). Such

protection from attack by arms of the innate and adaptive im-

mune system offers a clear advantage to tumor cells in transit.

Finally, some of the effects mediated by neutrophils may occur

in response to the aggregation of platelets and tumor cells noted

previously. Thus, the release of platelet-derived chemokines can

recruit neutrophils, which can then, as described here, enhance

the seeding and metastatic outgrowth of carcinoma cells in

circulation (Labelle et al., 2014).

Extravasation

Many of the intravascular interactions described above influence

the ability of CTCs to extravasate and thereby enter into the

parenchyma of distant tissues. Extravasation requires carci-

noma cells to traverse the endothelial wall through a process

that is termed transendothelial migration (TEM) (Reymond

et al., 2013). Earlier we cited the ability of ATP released by

activated platelets to render the capillary walls more permeable;

in more detail, this is achieved by causing endothelial cells to

retract from one another. In addition, breast carcinoma cells

primed by TGF-b in the primary tumor acquire the ability to

produce angiopoietin-like 4 (ANGPTL4), which enhances the

permeability of the lung vasculature, promotes TEM of carci-

noma cells, and leads to an increased capacity for metastatic

outgrowth (Padua et al., 2008). Several other proteins produced

by carcinoma cells have been reported to function as disruptors

of vascular integrity, including VEGF, MMPs, and ADAM12;

these secreted molecules seem to enhance both intravasation

as well as extravasation (Gupta et al., 2007; Reymond et al.,

2013), indicating that certain traits that were advantageous pre-

viously in the course of primary tumor invasion may also prove

useful at later steps in the invasion-metastasis cascade.

The recruitment of monocytes has also been demonstrated to

play a functional role in tumor cell extravasation. In particular, the

recruitment of CCR2+ inflammatory monocytes in response to

CCL2 secretion by carcinoma or host cells can facilitate extrav-

asation and subsequent metastatic growth in the lung paren-

chyma (Qian et al., 2011; Wolf et al., 2012). These inflammatory

monocytes may differentiate into metastasis-associated macro-

phages, which similarly enhance the seeding, survival, and

growth of carcinoma cells in the lung through the release of

VEGF (Qian et al., 2009, 2011). CCL2 can also act directly on

endothelial cells to enhance vascular permeability (Wolf et al.,
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2012). Although inhibition of the CCL2-CCR2 axis would seem to

represent an ideal anti-metastatic therapy, the termination of

anti-CCL2 therapy actually leads to an enhanced monocyte infil-

tration of tumors and lungs with a corresponding acceleration of

disease progression (Bonapace et al., 2014), underscoring the

dynamic and unpredictable nature of targeting such microenvi-

ronmental interactions.

Most experimental models of metastasis have, for various rea-

sons, focused on the lungs as destination sites of disseminated

tumor cells. However, the requirements for successful extrava-

sation and the relevant interactions that facilitate this process

are likely to be quite different in various tissue sites. For instance,

the fenestrated sinusoids of the bone marrow and liver are more

likely to permit the passive entry of CTCs, obviating many of the

complex interactions and mechanisms enumerated above. In

the case of the brain, the dissemination of carcinoma cells would

seem to require passage through the blood-brain barrier, which

may in fact necessitate the actions of a tissue-specific program

for extravasation that is very different from those enabling meta-

static seeding elsewhere in the body. Indeed, breast cancer

cells selected for preferential metastasis to the brain express

at high levels a number of genes that are known to facilitate pas-

sage through the blood-brain barrier (Bos et al., 2009; Sevenich

et al., 2014).

In certain cases, TEM migration may not be required at all, as

arrested carcinoma cells have been found to proliferate in the

lumina of blood vessels, leading to the growth of large intralumi-

nal tumor colonies that eventually rupture nearby endothelial

walls, enabling direct access to the tissue parenchyma (Al-Mehdi

et al., 2000). Finally, a novel mechanism has recently been

described, in which tumor cells can extravasate and generate

lung metastases via induction of programmed necrosis (necrop-

tosis) in endothelial cells (Strilic et al., 2016).

Metastatic Colonization
The growth of an overt metastatic colony represents the final

and most deadly phase in the malignant progression of a tumor.

Still, the vast majority of carcinoma cells in circulation seem ill

prepared for growth in a distant organ environment; some exper-

imental evidence has yielded estimates of the efficiency of

metastasis after intravenous injection of tumor cells as low as

0.01% (Chambers et al., 2002). Even carcinoma cells that have

managed to extravasate seem almost invariably destined to

either be eliminated from the tissue parenchyma or to enter

into a state of dormancy (Luzzi et al., 1998), in which they persist

in an indolent state as single disseminated tumor cells (DTCs)

or as small micrometastatic clusters—sometimes for weeks,

months, even years.

Having traveled far from the primary tumor, DTCs find them-

selves in a new tissue microenvironment that is devoid of the

familiar stromal cells, growth factors, and ECM constituents

that previously sustained the lives of their predecessors in the

primary site. Hence, their inability to continue proliferating and

the resulting entrance into a prolonged growth-arrested state

may often be attributable to a microenvironment to which these

cells are poorly adapted when they first arrive after extravasa-

tion. When portrayed in this way, metastatic dormancy reflects

a failure of DTCs to adapt to and colonize a given tissue. Impor-

tantly, a dormant state can also be actively imposed by certain

anti-proliferative signals encountered by recently arrived cells

in the parenchyma of foreign tissues. We first consider the pro-

grams operative in dormant DTCs before turning to those that

enable colonization.

Dormancy Programs

The latent, clinically inapparent phase of metastasis might well

be the result of factors beyond those cited here that render

carcinoma cells unable to proliferate, such as an inability to

induce angiogenesis or active suppression by the immune sys-

tem (Aguirre-Ghiso, 2007). These two particular mechanisms

are thought to permit a low level of proliferation that is counter-

balanced by ongoing elimination, resulting in no net increase in

the sizes of micrometastatic clusters.

From a clinical perspective, patients successfully treated for

their primary tumors but potentially harboring such dormant

cancer cells are considered to have asymptomatic minimal re-

sidual disease (MRD) (Figure 3A). For certain carcinomas, such

as those of the breast, prostate, and kidney, this period of

dormancy may last for many years, even decades after osten-

sibly successful courses of initial therapy. And while it is difficult

to formally prove that a metastatic colony directly developed

from a preexisting dormant DTC, the presence of DTCs in the

bone marrow is clearly correlated with an increased risk of even-

tual clinical recurrence (Braun et al., 2005). This reveals why an

understanding of the biologic bases of dormancy is of utmost

clinical importance, if only because the period of dormancy rep-

resents a critical time window during which therapeutic interven-

tions directed at DTCs—either targeting them for elimination or

restraining their proliferation—may well succeed in preventing

the eventual eruption of life-threatening metastatic disease.

Dormancy programs (Figure 3B) can be initiated from either an

active response to signals encountered in the new tissue micro-

environment or from an absence of contextual cues that carci-

noma cells previously depended on while residing in their sites

of origin within primary tumors (Giancotti, 2013; Sosa et al.,

2014). As an example, DTCs that respond to survival signals

present in the microenvironment can avoid destruction and

persist for extended periods within a tissue parenchyma. In

one well-studied case, breast cancer cells that have lodged in

the bone marrow and possess high SRC activity and expression

of CXCR4 are able to activate pro-survival pathways in response

to bone-derived CXCL12 (Zhang et al., 2009). DTCs capable of

sensing and responding to these survival cues are able to coun-

teract TRAIL-induced apoptosis, a conserved tissue defense

mechanism that can work in the opposite direction to eliminate

DTCs. The survival of DTCs may also be related to their ability

to withstand anoikis, for example through the expression of the

tyrosine kinase receptor TrkB (Douma et al., 2004) or through

non-canonical Wnt signalingmediated byWNT2 (Yu et al., 2012).

Even if DTCs benefit from such survival signals in their new tis-

sue environment, in the absence of additional mitogenic cues,

including interactions with the extracellular matrix (ECM), these

cells may languish in a dormant state. Thus, dormancy has

been reported to ensue when disseminated carcinoma cells fail

to engage integrin b1 and the downstream activation of focal

adhesion kinase (FAK) (Aguirre Ghiso et al., 1999; Barkan

et al., 2008; Shibue and Weinberg, 2009). The ability of DTCs
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to productively interact with the matrix, at least in the context of

the lung, appears to be contingent upon the formation of filopo-

dium-like protrusions (FLPs) that are coated with integrin b1 (Shi-

bue et al., 2012, 2013). DTCs that are unable to sense or respond

to such adhesive signals fail to activate proliferative programs

that are primarily driven by FAK, SRC, and ERK signaling (Barkan

et al., 2010; Shibue et al., 2012). Accordingly, combined inhibi-

tion of both the SRC and ERK pathways blocks the escape of

DTCs from dormancy and thus prevents their subsequent

success in metastatic colonization (El Touny et al., 2014).

Several dormancy-inducing signals found in the microenvi-

ronment of certain target tissues have been identified as well.

For instance, TGF-b2, present in high concentrations in the bone

marrow and acting through stimulation of TGF-b-RI and TGF-

b-RIII displayed by DTCs, can impose a state of dormancy upon

head-and-neck squamous carcinoma cells (Bragado et al.,

2013). Members of the related BMP ligand family have also been

linked to metastatic dormancy. BMP7, which can be produced

by bone stromal cells, can induce dormancy in prostate cancer

cells (Kobayashi et al., 2011). In the lung, too, a number of alterna-

tive BMP ligands are expressed, including BMP4, and these have

been implicated as factors that maintain a state of dormancy in

disseminated mammary carcinoma cells (Gao et al., 2012).

Many of these dormancy-inducing cytokines lead to activation

of the p38MAPKpathway; coupledwith the absence ofmitogenic

signals, this has the net effect of promoting an ERKlow/p38high

state in DTCs, which leads in turn to arrest in the G0/G1 phases

of the cell cycle and associated quiescence (Sosa et al., 2011).

The Dormant Niche

Dormant DTCs may reside in specialized niches (Figure 3C)

that support their survival, restrain their proliferation, and quite

possibly provide resistance to therapeutic agents (Ghajar,

2015). Of particular interest here is the idea that dormant DTCs

can co-opt a niche that is otherwise reserved for tissue-resident

stem cell populations. A compelling demonstration of this phe-

nomenon is provided by the case of prostate cancer cells that

metastasize to the bone, where these carcinoma cells have

been found to compete with hematopoietic stem cells (HSCs)

for occupancy of sites in the endosteal niche; this occurs via

the CXCL12-CXCR4 signaling axis that is normally reserved for

the physiologic regulation of HSCs (Shiozawa et al., 2011). The

fact that DTCs can specifically target a stem-cell niche suggests

that they may be poised to respond to the quiescent and survival

signals present within the HSC microenvironment.

Inmultiple organs—including the lung, bone, and brain—DTCs

have been found to reside in the microenvironment surrounding

the vasculature, a region known as the perivascular niche (Gha-

jar, 2015). Whether this represents their active retention in this

niche or simply indicates an inability to move farther from the

vasculature after initial extravasation is unclear. An alternative

mechanism is suggested by the finding that factors present

in the perivascular niche have been demonstrated to actively

promote dormancy. Thus, thrombospondin-1, produced from

mature endothelial cells and deposited in the microvascular

basement membrane, is able to confine DTCs to residence in a

quiescent state (Ghajar et al., 2013). Moreover, in a study using

Figure 3. Dormancy Programs and Niches
(A) Carcinoma cells that have disseminated prior to the surgical removal of the primary tumormay persist in distant tissue environments as dormant disseminated
tumor cells (DTCs). Patients harboring such reservoirs of occult carcinoma cells are considered to have minimal residual disease and are at increased risk of
eventual metastatic recurrence. Although DTCs are most frequently examined in the bone, the delayed outgrowth of metastases in other organs suggests that
they, too, can harbor dormant DTCs.
(B) Dormant DTCs rely on unique biochemical signaling pathways that sustain their survival and impose programs of quiescence. Signals from the microenvi-
ronment, such as CXCL12, can activate SRC and AKT to promote DTC survival. Reduced integrin-mediated mitogenic signaling, coupled with the actions of
certain dormancy-inducing cytokines, enacts a quiescent program in DTCs that is associated with an ERKlow/p38high signaling state.
(C) DTCs may reside in dormant niches such as the hematopoietic stem cell niche (not shown) or the perivascular niche illustrated here. Thrombospondin-1
(TSP1), present in the basement membrane surrounding mature blood vessels, promotes dormancy. Dormant cells can evade detection by NK cells through the
repression of NK cell-activating ligands and are likely subject to surveillance by the adaptive immune system, which may keep cancer cells in a dormant state
through the actions of IFNg.
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real-time imaging to examine the process of brain metastasis,

the rare solitary DTCs that achieved long-term dormancy were

invariably localized to the perivascular region (Kienast et al.,

2010), suggesting a critical role for this niche in sustaining

dormant DTCs in the brain as well.

DTCs must protect themselves from immune attack when

dwelling as isolated single cells lodged far from the confines

of the immunosuppressive primary tumor microenvironment.

Breast and lung carcinoma cells selected for their ability to

persist in a latent state after seeding of distant organ sites suc-

ceed in evading clearance by NK cells through the repression

of various NK cell-activating ligands, a program that appears

to be tightly coupledwith entrance into a quiescent state (Malladi

et al., 2016). Indeed, these latency-competent cells have been

observed to grow out when injected into mice that lack NK cells,

indicating that the innate immune system is an important compo-

nent of the dormant niche that effectively forces many cancer

cells into a quiescent state. A quite different process is sug-

gested by the observation that antigen-presenting dendritic cells

can protect against metastasis (Headley et al., 2016), implying a

role of the adaptive immune system in controlling the growth of

metastatic deposits. Both CD4+ and CD8+ T cells have been

implicated in the control of dormant primary tumor cells through

the secretion of IFNg (Koebel et al., 2007;Müller-Hermelink et al.,

2008) and there is evidence that CD8+ T cells can hold dissemi-

nated uveal melanoma cells in a dormant state (Eyles et al.,

2010). However, at present very little is known about such im-

mune-mediated dormancy mechanisms in the context of DTCs

originating from carcinomas.

Cancer Stem Cell Programs and the Initiation of

Metastatic Colonization

As mentioned above, activation of the EMT program, which is

capable of driving the physical dissemination of carcinoma cells

to distant anatomical sites, can also confer upon these cells

important stem cell traits (Mani et al., 2008; Morel et al., 2008)

that would appear to be highly relevant to metastatic coloniza-

tion. Thus, an apparent prerequisite to the successful formation

of a metastatic colony is the property of tumor initiation as

embodied in CSCs. At least in principle, it is only those DTCs

that reside in the CSC state that are qualified to serve as the

founders of metastatic colonies.

Accumulating evidence, mostly from animal models, largely

supports this notion. In the MMTV-PyMT mammary tumor

model, a rare population of CSCs has been shown to be respon-

sible for the initiation of metastatic growths in the lung and,

accordingly, the ability of these tumors to metastasize is depen-

dent on the maintenance of this stem cell population through

enhanced Wnt signaling (Malanchi et al., 2011). In human breast

cancer cells, the activation of key stem cells pathways, such as

Wnt and Notch signaling, is also important for supporting their

colonization in xenograft mouse models (Oskarsson et al.,

2011). And mouse models of lung adenocarcinoma have

revealed that metastatic progression is associated with a dedif-

ferentiation program, mediated by loss of Nkx2-1 expression,

which resembles programs operating in stem-like states (Li

et al., 2015; Winslow et al., 2011). Thus, it appears that the met-

astatic potential of a carcinoma is closely related to its ability to

dispatch populations of CSCs that can re-initiate tumor growth

after arrival at distant sites (Oskarsson et al., 2014). This notion

implies that cell state is a critical determinant of successful

metastasis, more specifically residence in the epigenetic state

associated with CSCs.

As discussed extensively above, an alternative to metastatic

outgrowth proceeding immediately after dissemination is the

entrance of DTCs into an indolent state in which they may

persist for extended periods of time before their progeny even-

tually erupt into readily detectable macroscopic metastases.

Such persistence may be favored by the acquisition of stem

cell characteristics. Thus, DTCs detected in the bone marrow

of breast cancer patients exhibit features of CSCs (Balic

et al., 2006). Consistent with this, cells that remain in a latent

state in distant tissues also show CSC attributes, including

expression of the SOX2 and SOX9 transcription factors (Mal-

ladi et al., 2016). In addition, single-cell expression analyses

have been applied to DTCs isolated from the organs of pa-

tient-derived xenograft (PDX) models of breast cancer; some

organs harbored low-burden metastatic disease due to the

presence of small numbers of ostensibly dormant carcinoma

cells (Lawson et al., 2015). These cells exhibited a distinctive

gene expression profile, relative to carcinoma cells from

advanced metastatic lesions, that was characterized by the

expression of EMT, stem cell, and survival/dormancy genes.

Most intriguingly, when neoplastic cells isolated from such

low-burden tissues were implanted into new recipient animals,

they retained their tumorigenic potential and could readily

generate more differentiated carcinomas (Lawson et al.,

2015). These studies provide further evidence in support of

the notion that stem-like cancer cells often serve as the foun-

ders of metastatic colonies, even when such colonies appear

only after great delay.

This scheme implicating the EMT and stem-cell programs as

critical prerequisites to the successful founding of metastatic

colonies must be reconciled with the commonly observed fact

that carcinoma metastases tend to recapitulate key histopatho-

logical traits of their corresponding primary tumors. Among other

traits, this usually includes significant epithelial features (Bra-

bletz, 2012). On its surface, this notion this would seem incom-

patible with the proposition that EMT plays a central role in

launching carcinoma metastases through its ability to impart

mesenchymal and stem cell attributes to the disseminating cells.

In fact, this paradox is resolved by numerous studies, some cited

here in passing, that have found that the disseminated progeny

of carcinoma cells appear to undergo the reverse of the EMT

program at some point after dissemination, i.e., they pass

through a MET. This reversion to an epithelial state should

restore many of the cellular traits that were lost during the prior

passage through an EMT (Brabletz, 2012) and enable recon-

struction of hierarchical cell organizations similar to those pre-

sent in the initial primary tumors. Indeed, such reversals by

many cells within an early metastatic growth to a more epithelial

state may actually be essential for metastatic colonization (Del

Pozo Martin et al., 2015; Korpal et al., 2011; Ocaña et al.,

2012; Tsai et al., 2012). Of note, it remains unclear precisely

why highly mesenchymal CSCs cannot generate robustly

growing metastatic colonies in the absence of the epithelial

progeny generated by such METs.
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Mechanisms of Colonization

Metastatic colonizationappears, at least aspresently understood,

to depend critically on two preconditions of the disseminated car-

cinomas cells: they must possess tumor-initiating ability, as

argued above, and they must in some fashion contrive adaptive

programs that enable them to thrive in the microenvironment

present in the parenchyma of distant tissues. The ‘‘seed and

soil’’ hypothesis, put forth by Paget in the late 19th century, sug-

gested a complementary notion—essentially, that certain types

of carcinomacells aremoreable togeneratemetastases in certain

foreign tissue microenvironments than are others (Fidler, 2003).

Unspoken by Pagetwas the notion that even in such favoredmet-

astatic sites, DTCs must still undergo some form of phenotypic

adaptation in order to proliferate robustly in those sites. Thus,

the proclivity of prostate and breast carcinomas to metastasize

to the bone would seem to imply some preexisting ability of the

correspondingDTCs tomore readily assembleadaptiveprograms

suited to that tissue, whereas other less-favored tissue sites

might require more elaborate, less readily assembled adaptive

programs.

To be sure, in certain cases, the organ-specific tropism ofmet-

astatic cells is influenced by the design of the circulatory system.

Colorectal carcinoma (CRC) metastasis to the liver is strongly

favored simply because the portal vein draining the gut empties

directly into the liver (Gupta andMassagué, 2006). Hence, even if

disseminated CRC cells were intrinsically poorly adaptable for

liver colonization, the sheer numbers of these cells that are trap-

ped in the liver after passage through the portal vein may, on its

own, pre-ordain metastases eventually arising at this site.

Importantly, the layout of the circulatory system explains only

a small proportion of the organ-specific metastases commonly

observed in the oncology clinic. Often cited in this context is

the proclivity of breast and prostate cancer cells, as mentioned

above, to colonize the bone marrow, usually termed osteotropic

metastasis. We highlight below specific examples that illustrate

the nature of the adaptive programs that seem critical to suc-

cessful metastatic outgrowth.

To begin, we note that some of these programsmay act gener-

ally by conferring a survival advantage in a number of distinct

target organs. For instance, cancer cells have been shown to

experience higher levels of oxidative stress both in the circulation

and in the parenchyma of a distant tissue (Piskounova et al.,

2015). As a consequence, metabolic adaptations, including the

synthesis of antioxidants, may promote the survival and eventual

metastatic outgrowth in diverse sites. Adhesive interactions that

substitute for those encountered in the primary tumor, such as

homotypic cell-cell interactions in the case of disseminating

CTC clusters (Aceto et al., 2014) or FLP-ECM interactions in

the case of single DTCs (Shibue et al., 2012), may be capable

of activating crucial survival pathways in a manner that could

be independent of specific target organs and would thus qualify

as more general adaptations promoting colonization.

These general adaptive programs may be nothing more than

preludes to the challenging tasks of contriving more narrowly

applicable, tissue-specific adaptations. Indeed, a diverse array

of organ-specific metastatic programs that mediate colonization

of the bone, lung, liver, and brain have been reported and studied

in mechanistic detail (Nguyen et al., 2009; Obenauf and Mas-

sague, 2015; Sethi and Kang, 2011). In the brain, for example,

cancer cells encounter reactive astrocytes that produce plas-

minogen activator, leading to the production of plasmin that

induces carcinoma cell death (Valiente et al., 2014). The ability

of carcinoma cells to survive in this hostile environment is

dependent upon the expression of serpins, which are typically

produced by neurons and protect against plasminogen acti-

vator-mediated cell death. In the lung, VCAM-1-expressing

carcinoma cells are able to activate their own AKT signaling

by physically engaging with integrin a4 on macrophages that

are particularly abundant in the pulmonary microenvironment

(Chen et al., 2011). The survival of carcinoma cells in the liver

has been linked to an ability to utilize creatine and ATP present

in the extracellular microenvironment to generate and import

phosphocreatine, which may confer a significant survival advan-

tage on DTCs subject to metabolic stress (Loo et al., 2015). The

diversity of these survival mechanisms is a clear reflection of the

varied cellular and molecular determinants of successful coloni-

zation that operate within different target organs.

More generally, the mechanisms that permit and/or promote

the proliferation of various types of cancer cells in diverse distant

tissue microenvironments remain obscure. Arguably, the best-

understood example to date involves themetastatic colonization

of the bone, which has been documented in the case of the

osteolytic metastases formed by breast cancers (Nguyen et al.,

2009; Obenauf and Massague, 2015; Weilbaecher et al.,

2011). Breast carcinoma cells produce a number of molecules,

including parathyroid hormone-related protein (PTHrP), IL-11,

and MMPs, that favor RANKL stimulation of osteoclast activity,

which in turn liberates growth factors from the bone matrix that

reciprocally promote tumor cell proliferation and the secretion

of evenmore factors that enhance osteoclast activity. The result-

ing self-reinforcing positive-feedback loop has been termed

the ‘‘vicious cycle’’ of osteolytic metastasis (Mundy, 2002). In

contrast, prostate carcinoma cells tend to spawn predominantly

osteoblastic metastases that occur as a result of induced osteo-

blast differentiation (Weilbaecher et al., 2011). Presumably, the

appearance of macroscopic metastases in other target organs

is similarly dependent on the ability of carcinoma cells to subvert

normal cell types residing within these organs, but the details of

these heterotypic interactions largely remain to be defined. In

one recent example, breast carcinoma cells that colonize the

brain have been found to benefit from communication with astro-

cytes through the assembly of gap junctions established be-

tween cancer cells and astrocytes (Chen et al., 2016).

The growth of a metastatic colony may also ensue when

dormant DTCs are awakened from their indolent state. The

awakening of previously dormant micrometastases may depend

on the successful assembly of functional adaptive programs,

whichmay be achieved only rarely per cell generation, explaining

the extraordinary low efficiency of metastasis formation. For

example, we note that dormant micrometastases in the

bone that somehow gain expression of VCAM-1 can transition

to an active colonization phase through the recruitment of oste-

oclast progenitor cells expressing integrin a4b1, a receptor for

VCAM-1, which enables bone resorption and initiation of the vi-

cious cycle described above (Lu et al., 2011). Carcinoma cells in

the lung are able to escape dormancy through the production of
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Coco, a secreted inhibitor of BMP signaling that promotes colo-

nization (Gao et al., 2012). Unspoken here are the mechanisms

by which such adaptive programs are actually acquired. Thus,

it seems likely that continuous, low-level proliferation of the cells

within individual micrometastatic deposits—this occurring over

extended periods of time—is essential to the ability of DTCs to

stumble through trial and error on highly effective gene expres-

sion programs and adaptive behaviors that enable them to thrive

in the tissue microenvironment in which they happen to have

landed.

Programs that confer multi-organ colonization potential may

exist as well. Interestingly, the few examples of these pro-

grams that have been described center on interactions be-

tween DTCs and the ECM. For example, carcinoma cells

selected in vivo for their ability to re-initiate tumor growth in

subsequent xenotransplantation injections are also highly

competent in establishing metastatic growths in multiple

different organs (Ross et al., 2015). In this case, the capacity

for multi-organ colonization has been traced to the production

of the matrix protein laminin-a4 (LAMA4), which seems to be

critical for the initial proliferation of DTCs. Similarly, the

collagen receptor DDR1, in collaboration with the TM4SF1

adaptor protein, has recently been identified as a signaling

axis that regulates CSCs and thereby enables the outgrowth

of otherwise-dormant carcinoma cells in multiple organ sites

(Gao et al., 2016). The activation of such programs could

account for the apparently synchronous appearance of metas-

tases in various organs—metastatic showers—that are occa-

sionally observed in patients.

The Metastatic Microenvironment

The above discussions fail to address in any detail the nature of

the resident cells within various types of normal tissues that

sprout metastatic colonies. At least in the case of carcinomas,

these residents are essentially the various types of more mesen-

chymal cells that constitute the tissue-associated stroma

together with the ECM laid down by these cells. To begin, in

the same way that primary tumors are highly dependent on their

recruited stromal microenvironment, metastatic growths seem

equally reliant on stromal support (Hanahan and Coussens,

2012; Quail and Joyce, 2013; Wan et al., 2013). Indeed, the tran-

sition of carcinoma cells from a dormant state to one of robust

outgrowth may be provoked by changes in their local environ-

ment. For example, the apparent dormancy-inducing actions

of the perivascular niche noted above seem to be reversed dur-

ing neo-vascularization as sprouting endothelial tip cells secrete

TGF-b1 and periostin (POSTN), which can break dormancy and

promote tumor cell proliferation (Ghajar et al., 2013). Consistent

with this idea, the outgrowth of dormant DTCs in the brain also

seems to be dependent on angiogenesis (Kienast et al., 2010).

Another recent report describes the outgrowth of previously

latent DTCs in the lungs being provoked by inflammation (as

mediated by pro-inflammatory cells) induced in this tissue (De

Cock et al., 2016).

Other findings suggest that metastatic colonization requires,

or at least can be aided by, a supportive ECM. This idea is

bolstered by the identification of specific ECM components,

such as tenascin C (TNC) (Oskarsson et al., 2011) and POSTN

(Malanchi et al., 2011), that drive colonization of the lung by

breast carcinoma cells. Tumor cells may themselves produce

these ECM components or, alternatively, they may evoke their

secretion by resident stromal fibroblasts. In addition, separate

but complementary lines of evidence have reported a connec-

tion between fibrosis and metastasis (Barkan et al., 2010; Cox

and Erler, 2014), suggesting that the local fibroblast and ECM

composition can influence the ability of carcinoma cells to colo-

nize an organ. ECM stiffness (Levental et al., 2009; Mouw et al.,

2014), which can be modulated by the collagen-crosslinking

enzyme lysl oxidase (LOX), may also be important for the crea-

tion of pro-metastatic microenvironment (Erler et al., 2006,

2009). Indeed, the well-described contribution of hypoxia to

metastasis may be substantially related to the production of

LOX downstream of the transcription driven by hypoxia-induc-

ible factor (Rankin and Giaccia, 2016).

Metastatic colonization is also likely to be impacted by cells of

both the innate and adaptive immune system (Kitamura et al.,

2015; Quail and Joyce, 2013). Thus, both NK cells and CD8+

T cells have been implicated in the suppression of metastasis

(Bidwell et al., 2012; Malladi et al., 2016). Conversely, the oxy-

gen-rich environment in the lung acts to restrain T cell responses

and induces tolerance against innocuous antigens, but in the

context of cancer this actually provides a more hospitable envi-

ronment for metastatic colonization (Clever et al., 2016). Myeloid

cells have also been identified as important contributors to the

formation of a favorable metastatic microenvironment (Kitamura

et al., 2015), where a unique population of metastasis-associ-

ated macrophages may be responsible for not only provoking

but also sustaining metastatic growth, perhaps by stimulation

of angiogenesis (Qian et al., 2009). Finally, acute inflammatory

responses have been found to trigger the outgrowth of carci-

noma cells, an effect that may be primarily driven by neutrophils

(De Cock et al., 2016).

The establishment of a supportive metastatic environment

may occur prior to the arrival of any carcinoma cells, through

the formation of what has been termed a pre-metastatic niche.

This niche formation may involve the actions of VEGFR+ bone

marrow progenitors (Kaplan et al., 2005), myeloid-derived sup-

pressor cells (MDSCs) (Psaila and Lyden, 2009), or neutrophils

(Wculek and Malanchi, 2015). Some have also reported that

tumor-derived exosomes—small tumor-derived vesicles that

contain DNA, mRNAs, microRNAs, and protein—can re-shape

the pre-metastatic environment in preparation for the arrival of

carcinoma cells (Costa-Silva et al., 2015; Peinado et al., 2012).

Thus, the formation of a pre-metastatic niche may represent

one consequence of far-ranging systemic effects induced by

primary tumors. More generally, the presence of a primary tumor

can lead to the production of numerous systemic signaling

factors that, by acting on distant tissues, can elicit responses

that may thereafter affect primary tumor growth, pre-metastatic

niches, and the outgrowth of previously latent micrometastases

(McAllister and Weinberg, 2014).

Genetic and Epigenetic Drivers of Colonization

The classic description of multi-step tumorigenesis implies that

the successive accumulation of genetic and/or epigenetic alter-

ations drives primary tumor progression (Fearon and Vogelstein,

1990). A logical extension of this concept would suggest that the

outgrowth of a metastatic colony depends on the acquisition of
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yet another somatic mutation or set of mutations that empower

cancer cells to disseminate and thereafter proliferate in a distant

organ. However, more than 25 years after the pioneering work on

multi-step progression of colorectal carcinoma (Fearon and

Vogelstein, 1990), no genetic mutations have been identified

that are characteristically associated with progression to meta-

static disease. Indeed, even large-scale genomic sequencing ef-

forts have yet to uncover recurrent genetic mutations that can

adequately explain the eruption ofmetastatic growths (Garraway

and Lander, 2013; Vogelstein et al., 2013). This suggests that the

development of metastasis is not contingent upon the accumu-

lation of somatic driver mutations beyond those selected for

during primary tumor formation.

In particular, these findings have focused attention on non-ge-

netic mechanisms enabling colonization. According to one idea,

colonization may depend on the amplification in metastatic cells

of oncogenic signaling pathways that were previously activated

in the cells of primary tumors (Vanharanta and Massagué, 2013),

for example, through the enrichment of existing clones with

elevated signaling through the MAP kinase pathway (Campbell

et al., 2010; Jacob et al., 2015). Metastatic carcinoma cells

may also need to evade the actions of metastasis suppressor

genes, which have been proposed to specifically block the

later stages of the invasion-metastasis cascade (Steeg, 2003).

Another alternative mechanism may involve defined epigenetic

alterations that drive colonization, such as aberrant DNAmethyl-

ation patterns (Ozturk et al., 2016).

In addition to the actions of individual genes, recent data

suggest that metastatic carcinoma cells often exhibit global

changes in the structure of their chromatin. Thus, in a mouse

model of small cell lung cancer pathogenesis, carcinoma cells

competent for metastasis displayed a distinct open chromatin

configuration at distal regulatory regions, which were estab-

lished and bound by the transcription factor Nfib; this change

in chromatin structure facilitated, in turn, a shift toward expres-

sion of a pro-metastatic neuronal gene expression program

(Denny et al., 2016). Such altered epigenetic states may ease

the adaptation of DTCs to foreign microenvironments. These ad-

vances notwithstanding, the difficulties involved in the procure-

ment and analysis of metastatic samples have led to a continued

dearth of information concerning the genetic and epigenetic

landscapes found within the neoplastic cells that form human

metastases.

To summarize, in spite of the findings described above, meta-

static colonization continues to represent the most puzzling

phase of malignant progression and the most challenging to

model experimentally. The physical dissemination of tumor cells

from the primary tumor into the parenchyma of distant tissues

can, at least in the context of many carcinomas, be largely

understood through the actions of a single cell-biological

program—the EMT. This contrasts starkly with the extraordinary

complexity of the last step of the invasion-metastasis cascade—

colonization. This complexity, highlighted by the apparently

myriad heterotypic interactions between populations of dissem-

inated carcinoma cells and constituents of their newfound

homes in distant tissues, has complicated attempts at deriving

broadly applicable mechanistic principles underlying coloniza-

tion. Nevertheless, we suggest that the weight of current evi-

dence points to three main prerequisites that must be met in or-

der for metastatic colonization to succeed (Figure 4): (1) the

capacity to seed and maintain a population of tumor-initiating

cancer stem cells; (2) the ability to contrive adaptive, often or-

gan-specific, colonization programs; and (3) the development

of a supportive microenvironmental niche.

Metastatic Evolution
The process of multi-step tumor progression and the subse-

quent seeding of metastases appears, at least superficially, to

operate as a linear path beginning in the primary tumor and

ending in macroscopic metastatic colonies. In truth, however,

each of the intervening steps is confounded by multiple factors,

many discussed above. Similarly, the processes that occur sub-

sequent to the establishment of metastatic colonies and the

mechanisms by which they evolve have been a subject of

research and discussion over the past few decades. The notion

that tumor progression operates according to the Darwinian

model of evolutionary growth has become widely accepted

and influential in our thinking about metastatic progression

(Cairns, 1975; Nowell, 1976). Recent genomic studies have often

revealed close genetic relationships between primary tumors

and metastases in a variety of cancer types, implying that, at

least in certain cases, the cells forming a metastatic colony

derive from a dominant clonal subpopulation within the primary

tumor that managed to complete all of the steps required both

for primary tumor formation and the subsequent multi-step inva-

sion-metastasis cascade (Naxerova and Jain, 2015). Implicit in

this depiction once again is the notion that the genetic alterations

required for completion of the invasion-metastasis cascade are

already present in the genomes of disseminating tumor cells

and that completion of this cascade depends only on non-ge-

netic changes, specifically epigenetically organized programs

that complement the previously acquired genetic mutations.

Unanswered by such a scheme is the nature of the genetic and

epigenetic alterations that render neoplastic cells especially fit to

thrive within the context of the primary tumors and how such

alterations affect the proclivity of primary tumor cells to dissem-

inate. Thus, it may be that phenotypic changes (of genetic and

epigenetic origin) that are selectively advantageous within the

context of primary tumor formation may, through happenstance,

also make primary carcinoma cells more capable of dissemi-

nating. If so, the resulting metastases may arise as incidental

side products of primary tumor progression. Alternatively,

many of the traits selected during primary tumor formation may

prove irrelevant to the success of metastasis formation.

Such logic forces consideration of the genetic and non-

genetic factors operating within primary tumors that favor the

process of metastatic dissemination. To date, little attention

has been placed on these factors. As a specific mechanistic

example: what combination of epigenetic programs and somatic

mutations render a primary carcinoma cell especially responsive

to EMT-inducing heterotypic signals, enabling it to advance to a

state of high-grade malignancy? Among important non-genetic

factors may be the nature of the normal cells of origin and the dif-

ferentiation programs that they bequeath to their neoplastic

progeny (Latil et al., 2016). At present, we possess relatively little

information on the fidelity with which preexisting differentiation
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programs operating in cells of origin are transmitted in a cell-her-

itable fashion to the distant descendants of the founders of

neoplastic cell clones. Such programs could well represent the

dominant determinants of metastatic dissemination and may

explain why certain subtypes of human cancers disseminate

characteristically with predictable frequency to specific sites of

metastatic colony formation (Gupta et al., 2005; Ince et al.,

2007; Lim et al., 2009; Molyneux et al., 2010; Proia et al.,

2011). Unanswered by all of this is another question of great in-

terest: is metastatic ability a trait that is selected for during multi-

step primary tumor evolution, or is it nothing more than an unse-

lected, incidental consequence of primary tumor progression?

Dynamics of Tumor Progression and Metastasis

The development of metastasis has traditionally been consid-

ered as a relatively late event in multi-step tumor progression.

More recent reports, however, suggest that dissemination can

often occur early during the process of neoplastic transforma-

tion, perhaps even before departing cells are fully transformed

(Hüsemann et al., 2008; Podsypanina et al., 2008; Rhim et al.,

2012). At least in certain cases, this has been attributed to the

presence of pre-neoplastic cells residing within inflammatory

microenvironments that are able, via heterotypic signaling, to

activate EMT programs, resulting in expression of invasive

phenotypes (Rhim et al., 2012). Embedded in this thinking is

the notion that EMTs operate both in fully normal epithelial cells

and in neoplastic epithelial cells, suggesting that EMTs may also

function in all of the intermediate cell states that define the multi-

step progression of primary tumors.

Additionally, the kinetics of metastasis formation in certain

mouse models of breast cancer are in line with the idea that

dissemination, and hence metastasis, are early events during tu-

mor progression (Weng et al., 2012).The mechanistic details of

this early dissemination program have recently been described

in murine models of HER2+ breast cancer, where in the early

stages of primary tumor formation amigratory and stem-like pro-

gram predominates, before the well-established proliferative

pathways take hold during the later stages of tumor growth (Hos-

seini et al., 2016; Harper et al., 2016). Both studies suggest the

possibility that such early disseminated cells may subsequently

generate overt metastases. However, in other cases the actual

formation of distant metastases appears to be a late event, tak-

ing place many years or decades after initial neoplastic transfor-

mation (Yachida et al., 2010). Although physical dissemination

itself could be an early event, it may have little bearing on the

remaining steps of the cascade that result in the generation of

macrometastatic foci. Stated differently, it is unclear whether

early-disseminated carcinoma cells are ever able to evolve at

distant anatomical sites to states of high-grade malignancy

and spawn metastatic colonies, this situation representing the

‘‘parallel progression’’ model of metastasis formation.

Figure 4. Prerequisites for Metastatic Colonization
The ability of carcinoma cells to outgrow as lethal metastases appears to be dependent on three essential conditions.
(A) The capacity to seed and maintain a population of cancer stem cells, which are competent to re-initiate tumor growth, appears to be an initial prerequisite for
metastatic growth. Dormant DTCs also exhibit key cancer stem cell attributes that probably contribute to their prolonged persistence in a quiescent state and
their ability to eventually spawn a metastatic colony.
(B) Although cancer stem cells are endowed with the potential to re-initiate tumor growth, the proliferative expansion to an overt metastatic colony is dependent
on the ability to contrive organ-specific colonization programs that allow these cells to thrive in a foreign tissue microenvironment. An array of organ-specific
metastatic programs has been described in the literature but there is also evidence for the existence of colonization programs that confer multi-organ metastatic
potential.
(C) During many stages of metastatic growth, cancer cells depend on interactions with their microenvironmental niche and cross talk with various stromal cells,
including endothelial cells, fibroblasts, and cells of the innate and adaptive immune system. The ECM is also an important component of the niche and can be
modified inways that support metastatic colonization. In some cases the formation of ametastatic nichemay actually precede the arrival of cancer cells, in what is
referred to as a pre-metastatic niche. Selected niche interactions discussed in the text are depicted here.
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Two general models of metastatic dissemination have been

proposed: the parallel progression model and the linear progres-

sion model. According to the latter, clones capable of spawning

metastases arise at the later stages of tumorigenesis with a small

degree of genetic divergence between those cells in the primary

tumor that actually spawned a metastasis and the cells in the

metastasis itself (Turajlic and Swanton, 2016). However, such

genetic divergence may, in real life, be very difficult to gauge,

given the clonal diversity that may have arisen within a primary

tumor (Gerlinger et al., 2012) and the fact that various genetically

distinct clonal subpopulationsmay be representedwithin the pri-

mary tumor in dramatically different sizes. Given the possibility

that a minor subpopulation within a primary tumor can serve as

the source of a metastasis (Haffner et al., 2013), how can one

know with any certainty that a sampling of the genomes of pri-

mary tumor cells has been able to detect and gauge the genome

of this minority population responsible for metastasis and its so-

matic mutations?

Yet another confounding factor when assessing the linear

progression of metastasis is the difference in time between

resection and sampling of the primary tumor and that of the

metastasis. In fact, a majority of studies have carried out com-

parisons between primary and secondary (metastatic) tissues

that were resected synchronously, while others have compared

metastases sampled up to 17 years after resection of the corre-

sponding primary tumors; both have found genetic similarities

between the two tissues (Campbell et al., 2010; Ding et al.,

2010; Haffner et al., 2013; Liu et al., 2009). These studies favor

the linear progression model rather than the parallel progression

model, which posits that metastasis occurs as an early event

during tumorigenesis, after which the primary tumor and dissem-

inated colonies evolve independently at sites far removed from

one another (Klein, 2009).

The parallel progression model, for its part, is encumbered

with its own complications. It assumes that the cells dissemi-

nating early from the primary tumor are able to proliferate suffi-

ciently to allow for the acquisition of additional mutations that

would render them fully transformed and thus capable of forming

significant tumor masses. Given that metastatic colonization is a

highly inefficient process and given the complexity of essential

adaptive programs, it seems unlikely that disseminated preneo-

plastic cells will actually continuously proliferate after their arrival

in distant tissue microenvironments; in the absence of ongoing

proliferation, it seems implausible that such cells can acquire,

via stochastically occurring mutations, the complex repertoire

of mutant alleles that are needed, in aggregate, for continuous

growth and clonal expansion. Resolving between these models

of metastatic progression may be further complicated by the

fact that metastases have been reported to result from poly-

clonal populations ostensibly derived from CTC clusters

(Cheung et al., 2016) and by the observation that metastatic

clones may be transferred between different metastatic lesions

in the same patient (Gundem et al., 2015).

Treatment and Resistance
Metastatic cancer most often represents a terminal illness and

patients eventually succumb to the disease or from complica-

tions that result from their course of treatment, indicating the

current dearth of effective therapies (Steeg, 2016). Moreover, it

remains unclear precisely whether the cells within metasta-

ses are intrinsically more resistant to therapy or whether they

respond to therapies at rates comparable to the cells in their

corresponding primary tumors. Comparable rates of responsive-

ness of metastases would certainly be compatible with the

known genetic similarities between primary tumors and their

derived metastases. Any heightened resistance might be ex-

plained by the fact that metastases derive from especially

aggressive subpopulations of cells that resided within primary

tumors or, alternatively, from further evolution to higher grades

of malignancy after dissemination to distant sites.

Treatment of Primary Tumors and Metastatic Growths

Current therapeutic strategies for eliminating metastases are

essentially the same as those directed at the corresponding

primary tumors, the exception being surgery, which is infre-

quently employed to remove metastatic deposits. While cells

that have succeeded in colonizing distant tissue microenvi-

ronments have often and perhaps always evolved adaptive

programs that enable their robust proliferation at these second-

ary sites, it remains unclear whether this additional evolution,

much of it achieved through epigenetic reprogramming, confers

elevated therapeutic resistance. The alternative is that success-

ful colonization of distant sites depends on the acquisition of

adaptive traits that ultimately have no direct effect on therapeutic

resistance.

The fact that metastatic lesions represent the progeny of mi-

nority subpopulations of the neoplastic cells present in a primary

tumor (Ding et al., 2010; Yachida et al., 2010; Yates et al., 2015)

suggests that metastatic colonies could be quite different from

the primary tumor in terms of their clonal architecture and

biology. And while numerous studies have examined the genetic

and phenotypic diversity of the neoplastic cells that compose

primary tumors (Marusyk et al., 2012), the level of genetic and

epigenetic heterogeneity and phenotypic plasticity that operates

in metastatic growths is still in question.

A formidable obstacle to treating the minimal residual disease

(MRD) that may remain after initial chemo- or radiotherapy de-

rives from the fact that dormant carcinoma cells appear to

perpetuate this disease and form the precursors of eventual

metastatic relapses. Unfortunately, almost all currently de-

ployed cytotoxic therapies preferentially kill proliferating cells

rather than those that have exited the active cell cycle,

rendering dormant cells intrinsically more resistant to almost

all currently available therapies (Ghajar, 2015; Goss and Cham-

bers, 2010). This stark contrast in the behavior of these dormant

DTCs and the actively cycling cells of the primary tumor may ul-

timately prove to be far more critical in determining susceptibil-

ity to therapeutic elimination than any genetic or epigenetic dif-

ferences distinguishing MRD from the corresponding primary

tumors. Further complicating the development of novel agents

directed at dormant metastatic deposits is the fact that, for

various types of cancer, true efficacy can be judged only after

extremely long follow-up periods when the much-feared re-

lapses may appear (Steeg, 2016). Still, preventative adjuvant

therapies directed at dormant DTCs and their ability to spawn

clinical relapses arguably offer the best opportunity to prevent

these outcomes.
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Therapeutic Resistance

Themechanisms of therapeutic resistance acquired bymetasta-

tic growths may closely parallel those operating within corre-

sponding tumors. In the context of targeted adjuvant therapy,

drug-resistant clones may emerge in primary tumors and meta-

static lesions, as has been observed, for example, in ER+ breast

cancer patients receiving hormone therapy (Alluri et al., 2014)

and patients with EGFR mutant non-small-cell lung cancer

treated with targeted kinase inhibitors (Gazdar, 2009). Of special

interest to the present discussion are resistance mechanisms

that are particular to the sites of dissemination. One possibility

is that the metastatic microenvironment favors the induction of

biological programs that confer drug resistance. For example,

it has been reported that CXCL1/2, which actively supports the

establishment of metastases through the recruitment of myeloid

cells, can also mediate resistance to chemotherapy (Acharyya

et al., 2012), providing support for the idea that certain traits

involved in metastatic dissemination may also contribute to ther-

apeutic resistance.

More generally, the effect of chemotherapy on either primary

or metastatic growths may elicit the secretion of various para-

crine mediators from the surrounding stromal cells that can pro-

mote resistance, including CXCL1/2 (Acharyya et al., 2012), IL-6

and Timp1 (Gilbert and Hemann, 2010), WNT16B (Sun et al.,

2012), andHGF (Straussman et al., 2012). Resistance to targeted

kinase inhibitors can also be conferred by a host of secreted

factors that are produced by carcinoma cells after exposure to

a drug (Lee et al., 2014; Obenauf et al., 2015). Although such

effects may indeed promote the emergence of drug-resistant

cell clones within primary tumors, they may operate even more

strongly in sites of metastasis.

According to an alternative view, the cells forming metastases

are intrinsically no more or less resistant to therapies than their

counterparts in primary tumors. Hence, if drug-resistant ances-

tral metastatic clones were present in the original neoplasm,

then such cells would render this tumor as well as its derivedme-

tastases equally resistant to therapy. Following such thinking, a

major benefit of surgically eliminating primary tumors derives

from reducing the sheer number and diversity of neoplastic cells,

thereby increasing the chance that any therapy-resistant variant

clones are removed from the body of a patient. In the context of

metastatic disease this is, it seems, often not possible.

Conclusion: Principles and Outlook
As the preceding discussions have indicated, significant

progress has been made over the past decade in elucidating

the cellular and molecular programs that drive cancer metas-

tasis. Although our understanding of metastasis remains quite

incomplete, we see a number of common biological principles

beginning to emerge. Thus, we suggest that one can take stock

of the information that is currently at hand and conclude that:

1. Metastasis occurs mainly through a sequential, multi-step

process that can be conceptualized as the invasion-

metastasis cascade.

2. In the case of carcinomas, the EMT program enables pri-

mary tumor cells to accomplish most if not all of the steps

involved in the physical dissemination of tumor cells to a

distant site.

3. The fate of disseminating carcinoma cells is strongly influ-

enced by interactions that they experience during transit

through the circulatory system.

4. Disseminated carcinoma cells must escape clearance by

the arms of the immune system and subvert the cellular

programs that impose a state of dormancy.

5. The process of active metastatic colonization is contin-

gent upon the dissemination of cancer stem cells that

can re-initiate tumor growth; the ability of their progeny

to assemble adaptive, organ-specific colonization pro-

grams; and the establishment of a microenvironment

conducive to metastasis.

The processes that enable the physical translocation of cancer

cells from primary tumors to the parenchyma of distant tissues

are within sight and relatively small in number; in contrast, the

adaptive programs allowing cancer cells arising from diverse pri-

mary tumors to thrive in various tissue microenvironments may

be large in number and not readily reducible to a common set

of underlying mechanistic principles.

While these principles articulate general concepts, a number

of keymechanistic details related to these ideas remain to be es-

tablished. For example, we are beginning to appreciate that the

EMT program is capable of generating a wide spectrum of carci-

noma cells with various complements ofmesenchymal traits, but

there is little information on the functional role of these different

phenotypic states in the metastatic process. Yet other critical

questions about metastasis fall outside the bounds of the points

outlined above. For one, it is not yet clear what specific factors

determine the efficiency of clinical metastatic disease and why

some patients present with metastatic cancer, while in other pa-

tients many years may lapse before the disease advances to this

stage. The literature holds some provocative hints that could

account for this variability (Figure 5), such as different cells of

origin whose differentiation programs strongly predispose to

an aggressive malignancy or to the dissemination of CTC clus-

ters that may more readily establish a metastatic colony. Addi-

tionally, the fact that many patients experience metastatic

spread tomultiple organs suggests the existence ofmore univer-

sal, multi-organ metastatic programs, but the extent to which

such programs operate is unclear and their biological details

have just begun to be described. Finally, the clinical and biolog-

ical impact of various immunotherapies, particularly checkpoint

inhibitors (Sharma and Allison, 2015), on metastases is certain

to be a continued area of active research, even offering the

hope of seeking out and eliminating metastatic deposits.

Perhaps most pressing is a better understanding of the bio-

logical similarities and differences between primary tumors and

their metastatic descendants, especially in regard to the extent

of heterogeneity, plasticity, and resistance that they exhibit. We

believe that an accurate comparison of the principles that

govern primary tumor growth with those that govern the

dissemination and outgrowth of metastases will be essential

in order to enable the development of new approaches and

therapies that are specifically designed to prevent or treat met-

astatic disease.
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Figure 5. Dynamics of Metastatic Evolution
The progression and evolution of metastatic disease is highly variable, manifesting in ways that must affect the kinetics of metastatic colonization. Five
hypothetical alternatives are presented here.
(A) The dissemination of CTC clusters to distant sites may generate overt metastases with a relatively short latency, since such clusters are highly efficient at
spawning metastatic growths. Their efficiency in forming metastases may derive from advantages during transit in the circulation or because they benefit from
homotypic cell-cell interactions in a foreign tissue environment.
(B) Solitary disseminated carcinoma cells that are adept at recruiting and establishing a supportive metastatic niche, or that are able to generate a microenvi-
ronmental niche themselves, may be better able to survive and initiate programs of proliferation.
(C) While the dissemination of tumor-initiating cancer stem cells may be a prerequisite for metastasis, the generation and evolution of progeny that are well
adapted to the local microenvironment could take many months or years.
(D) At later stages of metastatic progression, other dynamics come into play, such as the exchange of metastatic cell clones between different metastatic lesions
in the same patient. The biological and clinical impact of such transfer, however, remains to be firmly established.
(E) Tumor cells may disseminate during the early stages of tumorigenesis and even from pre-malignant lesions, but it remains unclear how such cells are able to
evolve, in parallel with the primary tumor, the full complement of genetic mutations and malignant traits required for successful metastatic colonization.
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Kombrinck, K.W., Jirousková, M., and Degen, J.L. (2005). Platelets and

fibrin(ogen) increase metastatic potential by impeding natural killer cell-medi-

ated elimination of tumor cells. Blood 105, 178–185.

Palumbo, J.S., Talmage, K.E., Massari, J.V., La Jeunesse, C.M., Flick, M.J.,

Kombrinck, K.W., Hu, Z., Barney, K.A., and Degen, J.L. (2007). Tumor cell-

associated tissue factor and circulating hemostatic factors cooperate to

increase metastatic potential through natural killer cell-dependent and-inde-

pendent mechanisms. Blood 110, 133–141.

Pang, R., Law, W.L., Chu, A.C., Poon, J.T., Lam, C.S., Chow, A.K., Ng, L.,

Cheung, L.W., Lan, X.R., Lan, H.Y., et al. (2010). A subpopulation of CD26+

cancer stem cells with metastatic capacity in human colorectal cancer. Cell

Stem Cell 6, 603–615.

Peinado, H., Ale�ckovi�c, M., Lavotshkin, S., Matei, I., Costa-Silva, B., Moreno-

Bueno, G., Hergueta-Redondo, M., Williams, C., Garcı́a-Santos, G., Ghajar,

C., et al. (2012). Melanoma exosomes educate bone marrow progenitor cells

toward a pro-metastatic phenotype through MET. Nat. Med. 18, 883–891.

Piskounova, E., Agathocleous, M., Murphy, M.M., Hu, Z., Huddlestun, S.E.,

Zhao, Z., Leitch, A.M., Johnson, T.M., DeBerardinis, R.J., and Morrison, S.J.

(2015). Oxidative stress inhibits distant metastasis by human melanoma cells.

Nature 527, 186–191.

Podsypanina, K., Du, Y.C., Jechlinger, M., Beverly, L.J., Hambardzumyan, D.,

and Varmus, H. (2008). Seeding and propagation of untransformed mouse

mammary cells in the lung. Science 321, 1841–1844.

Proia, T.A., Keller, P.J., Gupta, P.B., Klebba, I., Jones, A.D., Sedic, M.,

Gilmore, H., Tung, N., Naber, S.P., Schnitt, S., et al. (2011). Genetic predispo-

sition directs breast cancer phenotype by dictating progenitor cell fate. Cell

Stem Cell 8, 149–163.

Psaila, B., and Lyden, D. (2009). The metastatic niche: adapting the foreign

soil. Nat. Rev. Cancer 9, 285–293.

Qian, B., Deng, Y., Im, J.H., Muschel, R.J., Zou, Y., Li, J., Lang, R.A., and

Pollard, J.W. (2009). A distinct macrophage population mediates metastatic

breast cancer cell extravasation, establishment and growth. PLoS ONE 4,

e6562.

Qian, B.Z., Li, J., Zhang, H., Kitamura, T., Zhang, J., Campion, L.R., Kaiser,

E.A., Snyder, L.A., and Pollard, J.W. (2011). CCL2 recruits inflammatorymono-

cytes to facilitate breast-tumour metastasis. Nature 475, 222–225.

Quail, D.F., and Joyce, J.A. (2013). Microenvironmental regulation of tumor

progression and metastasis. Nat. Med. 19, 1423–1437.

Rankin, E.B., and Giaccia, A.J. (2016). Hypoxic control of metastasis. Science

352, 175–180.

Rasheed, Z.A., Yang, J., Wang, Q., Kowalski, J., Freed, I., Murter, C., Hong,

S.M., Koorstra, J.B., Rajeshkumar, N.V., He, X., et al. (2010). Prognostic

Cell 168, February 9, 2017 689



significance of tumorigenic cells with mesenchymal features in pancreatic

adenocarcinoma. J. Natl. Cancer Inst. 102, 340–351.

Revenu, C., and Gilmour, D. (2009). EMT 2.0: shaping epithelia through collec-

tive migration. Curr. Opin. Genet. Dev. 19, 338–342.
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Vanharanta, S., and Massagué, J. (2013). Origins of metastatic traits. Cancer

Cell 24, 410–421.

Veracini, L., Grall, D., Schaub, S., Beghelli-de la Forest Divonne, S., Etienne-

Grimaldi, M.C., Milano, G., Bozec, A., Babin, E., Sudaka, A., Thariat, J., and

Van Obberghen-Schilling, E. (2015). Elevated Src family kinase activity stabi-

lizes E-cadherin-based junctions and collective movement of head and neck

squamous cell carcinomas. Oncotarget 6, 7570–7583.

Vogelstein, B., Papadopoulos, N., Velculescu, V.E., Zhou, S., Diaz, L.A., Jr.,

and Kinzler, K.W. (2013). Cancer genome landscapes. Science 339, 1546–

1558.

Wan, L., Pantel, K., and Kang, Y. (2013). Tumor metastasis: moving new bio-

logical insights into the clinic. Nat. Med. 19, 1450–1464.

Wculek, S.K., and Malanchi, I. (2015). Neutrophils support lung colonization of

metastasis-initiating breast cancer cells. Nature 528, 413–417.

Weilbaecher, K.N., Guise, T.A., and McCauley, L.K. (2011). Cancer to bone: a

fatal attraction. Nat. Rev. Cancer 11, 411–425.

Weng, D., Penzner, J.H., Song, B., Koido, S., Calderwood, S.K., and Gong, J.

(2012). Metastasis is an early event in mouse mammary carcinomas and is

associated with cells bearing stem cell markers. Breast Cancer Res. 14, R18.

Westcott, J.M., Prechtl, A.M., Maine, E.A., Dang, T.T., Esparza, M.A., Sun, H.,

Zhou, Y., Xie, Y., and Pearson, G.W. (2015). An epigenetically distinct breast

690 Cell 168, February 9, 2017



cancer cell subpopulation promotes collective invasion. J. Clin. Invest. 125,

1927–1943.

Winslow, M.M., Dayton, T.L., Verhaak, R.G., Kim-Kiselak, C., Snyder, E.L.,

Feldser, D.M., Hubbard, D.D., DuPage, M.J., Whittaker, C.A., Hoersch, S.,

et al. (2011). Suppression of lung adenocarcinoma progression by Nkx2-1.

Nature 473, 101–104.

Wolf, M.J., Hoos, A., Bauer, J., Boettcher, S., Knust, M., Weber, A., Simonavi-

cius, N., Schneider, C., Lang, M., Stürzl, M., et al. (2012). Endothelial CCR2

signaling induced by colon carcinoma cells enables extravasation via the

JAK2-Stat5 and p38MAPK pathway. Cancer Cell 22, 91–105.

Yachida, S., Jones, S., Bozic, I., Antal, T., Leary, R., Fu, B., Kamiyama,M., Hru-

ban, R.H., Eshleman, J.R., Nowak, M.A., et al. (2010). Distant metastasis

occurs late during the genetic evolution of pancreatic cancer. Nature 467,

1114–1117.

Yates, L.R., Gerstung, M., Knappskog, S., Desmedt, C., Gundem, G., Van Loo,

P., Aas, T., Alexandrov, L.B., Larsimont, D., Davies, H., et al. (2015). Subclonal

diversification of primary breast cancer revealed by multiregion sequencing.

Nat. Med. 21, 751–759.

Ye, X., Tam, W.L., Shibue, T., Kaygusuz, Y., Reinhardt, F., Ng Eaton, E., and

Weinberg, R.A. (2015). Distinct EMT programs control normal mammary

stem cells and tumour-initiating cells. Nature 525, 256–260.

Yu, M., Ting, D.T., Stott, S.L., Wittner, B.S., Ozsolak, F., Paul, S., Ciciliano,

J.C., Smas, M.E., Winokur, D., Gilman, A.J., et al. (2012). RNA sequencing

of pancreatic circulating tumour cells implicates WNT signalling in metastasis.

Nature 487, 510–513.

Yu, M., Bardia, A., Wittner, B.S., Stott, S.L., Smas, M.E., Ting, D.T., Isakoff,

S.J., Ciciliano, J.C., Wells, M.N., Shah, A.M., et al. (2013). Circulating breast

tumor cells exhibit dynamic changes in epithelial and mesenchymal composi-

tion. Science 339, 580–584.

Yu, M., Bardia, A., Aceto, N., Bersani, F., Madden, M.W., Donaldson, M.C.,

Desai, R., Zhu, H., Comaills, V., Zheng, Z., et al. (2014). Cancer therapy.

Ex vivo culture of circulating breast tumor cells for individualized testing of

drug susceptibility. Science 345, 216–220.

Zhang, X.H., Wang, Q., Gerald, W., Hudis, C.A., Norton, L., Smid, M., Foekens,
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The mechanistic target of rapamycin (mTOR) coordinates eukaryotic cell growth and metabolism
with environmental inputs, including nutrients and growth factors. Extensive research over the
past two decades has established a central role for mTOR in regulating many fundamental cell pro-
cesses, from protein synthesis to autophagy, and deregulated mTOR signaling is implicated in the
progression of cancer and diabetes, as well as the aging process. Here, we review recent advances
in our understanding of mTOR function, regulation, and importance in mammalian physiology. We
also highlight how the mTOR signaling network contributes to human disease and discuss the cur-
rent and future prospects for therapeutically targeting mTOR in the clinic.

In 1964, a Canadian expedition to the isolated South Pacific

island of Rapa Nui (also known as Easter Island) collected a

set of soil samples with the goal of identifying novel antimicrobial

agents. In bacteria isolated from one of these samples, Sehgal

and colleagues discovered a compound with remarkable anti-

fungal, immunosuppressive, and antitumor properties (Eng

et al., 1984; Martel et al., 1977; Vézina et al., 1975). Further anal-

ysis of this compound, named rapamycin after its site of discov-

ery (clinically referred to as sirolimus), revealed that it acts in part

by forming a gain of function complex with the peptidyl-prolyl-

isomerase FKBP12 to inhibit signal transduction pathways

required for cell growth and proliferation (Chung et al., 1992).

Despite these insights, the full mechanism of action of rapa-

mycin remained elusive until 1994, when biochemical studies

identified the mechanistic (formerly ‘‘mammalian’’) target of

rapamycin (mTOR) as the direct target of the rapamycin-

FKBP12 complex in mammals (Brown et al., 1994; Sabatini

et al., 1994; Sabers et al., 1995) and revealed it to be the homolog

of the yeast TOR/DRR genes that had previously been identified

in genetic screens for rapamycin resistance (Cafferkey et al.,

1993; Heitman et al., 1991; Kunz et al., 1993).

In the more than 2 decades since these discoveries, studies

from dozens of labs across the globe have revealed that the

mTOR protein kinase nucleates a major eukaryotic signaling

network that coordinates cell growth with environmental condi-

tions and plays a fundamental role in cell and organismal physi-

ology. Many aspects of mTOR function and regulation have only

recently been elucidated, and many more questions remain un-

answered. In this review, we provide an overview of our current

understanding of the mTOR pathway and its role in growth,

metabolism, and disease.

mTORC1 and mTORC2
mTOR is a serine/threonine protein kinase in the PI3K-related

kinase (PIKK) family that forms the catalytic subunit of two

distinct protein complexes, known as mTOR Complex 1

(mTORC1) and 2 (mTORC2) (Figure 1A). mTORC1 is defined by

its three core components: mTOR, Raptor (regulatory protein

associated with mTOR), and mLST8 (mammalian lethal with

Sec13 protein 8, also known as GßL) (Figure 1B; Kim et al.,

2002, 2003; Hara et al., 2002). Raptor facilitates substrate

recruitment to mTORC1 through binding to the TOR signaling

(TOS) motif found on several canonical mTORC1 substrates

(Nojima et al., 2003; Schalm et al., 2003) and, as described later,

is required for the correct subcellular localization of mTORC1.

mLST8 by contrast associates with the catalytic domain of

mTORC1 and may stabilize the kinase activation loop (Yang

et al., 2013), though genetic studies suggest it is dispensable

for the essential functions of mTORC1 (Guertin et al., 2006). In

addition to these three core components, mTORC1 also con-

tains the two inhibitory subunits PRAS40 (proline-rich Akt sub-

strate of 40 kDa) (Sancak et al., 2007; Vander Haar et al., 2007;

Wang et al., 2007) and DEPTOR (DEP domain containing

mTOR interacting protein) (Peterson et al., 2009).

Structural studies of mTORC1 have yielded significant insights

into its assembly, function, and perturbation by rapamycin.

Cryo-EM reconstructions of both mTORC1 and yeast TORC1

have revealed that the complex forms a 1-mDa ‘‘lozenge’’-

shaped dimer, with the dimerization interface comprising con-

tacts between the mTOR HEAT repeats as well as between

Raptor and mTOR (Figure 1B; Aylett et al., 2016; Bareti�c et al.,

2016; Yip et al., 2010). In addition, a crystal structure of the

mTOR kinase domain bound tomLST8 showed that the rapamy-

cin-FKBP12 complex binds to the FRB domain of mTOR to nar-

row the catalytic cleft and partially occlude substrates from the

active site (Yang et al., 2013).

While the rapamycin-FKBP12 complex directly inhibits

mTORC1, mTORC2 is characterized by its insensitivity to acute

rapamycin treatment. Like mTORC1, mTORC2 also contains

mTOR and mLST8 (Figure 1C). Instead of Raptor, however,
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mTORC2 contains Rictor (rapamycin insensitive companion of

mTOR), an unrelated protein that likely serves an analogous func-

tion (Jacinto et al., 2004; Sarbassov et al., 2004). mTORC2 also

containsDEPTOR (Petersonet al., 2009), aswell as the regulatory

subunitsmSin1 (Frias et al., 2006; Jacinto et al., 2006; Yang et al.,

2006) and Protor1/2 (Pearce et al., 2007; Thedieck et al., 2007;

Woo et al., 2007). Although rapamycin-FKBP12 complexes do

not directly bind or inhibit mTORC2, prolonged rapamycin treat-

ment does abrogate mTORC2 signaling, likely due to the inability

of rapamycin-bound mTOR to incorporate into new mTORC2

complexes (Lamming et al., 2012; Sarbassov et al., 2006).

The mTOR Signaling Network
Downstream of mTORC1

In order to grow and divide, cells must increase production of

proteins, lipids, and nucleotides while also suppressing cata-

bolic pathways such as autophagy. mTORC1 plays a central

role in regulating all of these processes and therefore controls

the balance between anabolism and catabolism in response to

environmental conditions (Figures 2A and 2B). Here, we review

the critical substrates and cellular processes downstream of

mTORC1 and how they contribute to cell growth. Most of the

functions discussed here were identified and characterized in

the context of mammalian cell lines, while the physiological

context in which these processes are important will be dis-

cussed in greater detail below.

Protein Synthesis

mTORC1 promotes protein synthesis largely through the phos-

phorylation of two key effectors, p70S6 Kinase 1 (S6K1) and

eIF4E Binding Protein (4EBP) (Figure 2B). mTORC1 directly

phosphorylates S6K1 on its hydrophobic motif site, Thr389,

enabling its subsequent phosphorylation and activation by

PDK1. S6K1 phosphorylates and activates several substrates

that promote mRNA translation initiation, including eIF4B, a pos-

itive regulator of the 50cap binding eIF4F complex (Holz et al.,

2005). S6K1 also phosphorylates and promotes the degradation

of PDCD4, an inhibitor of eIF4B (Dorrello et al., 2006), and en-

hances the translation efficiency of spliced mRNAs via its inter-

action with SKAR, a component of exon-junction complexes

(Ma et al., 2008).

ThemTORC1 substrate 4EBP is unrelated to S6K1 and inhibits

translation by binding and sequestering eIF4E to prevent assem-

bly of the eIF4F complex.mTORC1phosphorylates 4EBP atmul-

tiple sites to trigger its dissociation from eIF4E (Brunn et al.,

1997; Gingras et al., 1999), allowing 50cap-dependent mRNA

translation to occur. Although it has long been appreciated that

mTORC1 signaling regulates mRNA translation, whether and

how it affects specific classes of mRNA transcripts has been

debated. Global ribosome footprinting analyses, however, re-

vealed that, while acute mTOR inhibition moderately suppresses

general mRNA translation, it most profoundly affects mRNAs

containing pyrimidine-rich 50 TOP or ‘‘TOP-like’’ motifs, which in-

cludes most genes involved in protein synthesis (Hsieh et al.,

2012; Thoreen et al., 2012).

Lipid, Nucleotide, and Glucose Metabolism

Growing cells require sufficient lipids for new membrane forma-

tion and expansion. mTORC1 promotes de novo lipid synthesis

through the sterol responsive element binding protein (SREBP)
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transcription factors, which control the expression of metabolic

genes involved in fatty acid and cholesterol biosynthesis (Porst-

mann et al., 2008). While SREBP is canonically activated in

response to low sterol levels, mTORC1 signaling can also acti-

vate SREBP independently through both an S6K1-dependent

mechanism (Düvel et al., 2010) as well as through the phosphor-

ylation of an additional substrate, Lipin1, which inhibits SREBP in

the absence of mTORC1 signaling (Peterson et al., 2011).

Recent studies established that mTORC1 also promotes the

synthesis of nucleotides required for DNA replication and ribo-

some biogenesis in growing and proliferating cells. mTORC1 in-

creases the ATF4-dependent expression of MTHFD2, a key

component of the mitochondrial tetrahydrofolate cycle that pro-

vides one-carbon units for purine synthesis (Ben-Sahra et al.,

2016). Additionally, S6K1 phosphorylates and activates carba-
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moyl-phosphate synthetase (CAD), a crit-

ical component of the de novo pyrimidine

synthesis pathway (Ben-Sahra et al.,

2013; Robitaille et al., 2013).

mTORC1 also facilitates growth by

promoting a shift in glucose metabolism

from oxidative phosphorylation to glycol-

ysis, which likely facilitates the incorpora-

tion of nutrients into new biomass.

mTORC1 increases the translation of the

transcription factor HIF1a (Figure 2C),

which drives the expression of several

glycolytic enzymes such as phospho-

fructo kinase (PFK) (Düvel et al., 2010).

Furthermore, mTORC1-dependent acti-

vation of SREBP leads to increased flux

through the oxidative pentose phosphate

pathway (PPP), which utilizes carbons

from glucose to generate NADPH and

other intermediary metabolites needed

for proliferation and growth.

Regulation of Protein Turnover

In addition to the various anabolic pro-

cesses outlined above, mTORC1 also

promotes cell growth by suppressing

protein catabolism (Figure 1B), most

notably autophagy. An important early

step in autophagy is the activation of

ULK1, a kinase that forms a complex

with ATG13, FIP2000, and ATG101 and drives autophagosome

formation. Under nutrient replete conditions, mTORC1 phos-

phorylates ULK1, thereby preventing its activation by AMPK, a

key activator or autophagy (Kim et al., 2011). Thus, the relative

activity of mTORC1 and AMPK in different cellular contexts

largely determines the extent of autophagy induction. mTORC1

also regulates autophagy in part by phosphorylating and inhibit-

ing the nuclear translocation of the transcription factor EB

(TFEB), which drives the expression of genes for lysosomal

biogenesis and the autophagy machinery (Martina et al., 2012;

Roczniak-Ferguson et al., 2012; Settembre et al., 2012).

The second major pathway responsible for protein turnover

is the ubiquitin-proteasome system (UPS), through which pro-

teins are selectively targeted for degradation by the 20S protea-

some following covalent modification with ubiquitin. Two recent
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studies found that acute mTORC1 inhibition rapidly increases

proteasome-dependent proteolysis through either a general

increase in protein ubiquitylation (Zhao et al., 2015), or an

increased abundance of proteasomal chaperones via inhibition

of Erk5 (Figure 2B; Rousseau and Bertolotti, 2016). However,

another study found that genetic hyperactivation of mTORC1

signaling also increases proteasome activity, through elevated

expression of proteasome subunits downstream of Nrf1 (Zhang

et al., 2014). One possible explanation for this discrepancy is that

while acute mTORC1 inhibition promotes proteolysis to restore

free amino acid pools, prolonged mTORC1 activation also trig-

gers a compensatory increase in protein turnover to balance

the increased rate of protein synthesis. Given that the UPS is

responsible for the majority of protein degradation in human

cells, precisely howmTORC1 regulates this process is an impor-

tant question going forward.

Downstream of mTORC2
While mTORC1 regulates cell growth and metabolism, mTORC2

instead controls proliferation and survival primarily by phosphor-

ylating several members of the AGC (PKA/PKG/PKC) family of

protein kinases (Figure 2D). The first mTORC2 substrate to be

identified was PKCa, a regulator of the actin cytoskeleton

(Jacinto et al., 2004; Sarbassov et al., 2004). More recently,

mTORC2 has also been shown to phosphorylate several other

members of the PKC family, including PKCd (Gan et al., 2012),

PKCz (Li and Gao, 2014), as well as PKCg and PKCε (Thomanetz

et al., 2013), all of which regulate various aspects of cytoskeletal

remodeling and cell migration.

The most important role of mTORC2, however, is likely the

phosphorylation and activation of Akt, a key effector of insulin/

PI3K signaling (Sarbassov et al., 2005). Once active, Akt pro-

motes cell survival, proliferation, and growth through the phos-

phorylation and inhibition of several key substrates, including

the FoxO1/3a transcription factors, the metabolic regulator

GSK3b, and the mTORC1 inhibitor TSC2. However, while

mTORC2-dependent phosphorylation is required for Akt to

phosphorylate some substrates in vivo, such as FoxO1/3a, it is

dispensable for the phosphorylation of others, including TSC2

(Guertin et al., 2006; Jacinto et al., 2006). Finally, mTORC2

also phosphorylates and activates SGK1, another AGC-kinase

that regulates ion transport as well as cell survival (Garcı́a-Martı́-

nez and Alessi, 2008).

Upstream of mTORC1
The mTORC1-dependent shift toward increased anabolism

should only occur in the presence of pro-growth endocrine sig-

nals as well as sufficient energy and chemical building blocks

for macromolecular synthesis. In mammals, these inputs are

largely dependent on diet, such that mTORC1 is activated

following feeding to promote growth and energy storage in tis-

sues such as the liver and muscle but inhibited during fasting

conserve limited resources. Here, we discuss the cellular path-

ways upstream of mTORC1 and the mechanisms through which

they control mTORC1 activation.

Growth Factors

Studies of rapamycin in the early 1990s revealed that mTORC1 is

a downstream mediator of several growth factor and mitogen-

dependent signaling pathways, all of which inhibit a key negative

regulator of mTORC1 signaling known as the Tuberous Sclerosis

Complex (TSC). TSC is a heterotrimeric complex comprising

TSC1, TSC2, and TBC1D7 (Dibble et al., 2012) and functions

as a GTPase activating protein (GAP) for the small GTPase

Rheb (Inoki et al., 2003a; Tee et al., 2003), which directly binds

and activates mTORC1 (Long et al., 2005; Sancak et al., 2007).

Although Rheb is an essential activator of mTORC1, exactly

how it stimulates mTORC1 kinase activity remains unknown.

Numerous growth factor pathways converge on TSC (Fig-

ure 2A), including the insulin/insulin-like growth factor-1 (IGF-1)

pathway, which triggers the Akt-dependent multisite phosphor-

ylation of TSC2 (Inoki et al., 2002; Manning et al., 2002). This

phosphorylation inhibits TSC by dissociating it from the lyso-

somal membrane, where at least some fraction of cellular

Rheb localizes (Menon et al., 2014). Similarly, receptor tyrosine

kinase-dependent Ras signaling activates mTORC1 via the

MAPKinase Erk and its effector p90RSK, both of which also phos-

phorylate and inhibit TSC2 (Ma et al., 2005; Roux et al., 2004). It

is unclear, however, whether these inputs also control the local-

ization of TSC or rather inhibit its GAP activity through a distinct

mechanism. Additional growth factor pathways upstreamof TSC

include Wnt and the inflammatory cytokine TNFa, both of which

activate mTORC1 through the inhibition of TSC1 (Inoki et al.,

2006; Lee et al., 2007). Precisely how the TSC integrates these

numerous signals and their relative impact on mTORC1 activity

in various contexts, however, remains an open question.

Energy, Oxygen, and DNA Damage

mTORC1 also responds to intracellular and environmental

stresses that are incompatible with growth such as low ATP

levels, hypoxia, or DNA damage. A reduction in cellular energy

charge, such as during glucose deprivation, activates the

stress responsive metabolic regulator AMPK, which inhibits

mTORC1 both indirectly, through phosphorylation and activation

of TSC2, as well as directly, through the phosphorylation of

Raptor (Gwinn et al., 2008; Inoki et al., 2003b; Shaw et al.,

2004). Interestingly, glucose deprivation also inhibits mTORC1

in cells lacking AMPK, through inhibition of the Rag GTPases,

suggesting that mTORC1 senses glucose through more than

one mechanism (Efeyan et al., 2013; Kalender et al., 2010). Simi-

larly, hypoxia inhibits mTORC1 in part through AMPK activation,

but also through the induction of REDD1 (Regulated in DNA

damage and development 1), which activates TSC (Brugarolas

et al., 2004). Finally, the DNA damage-response pathway inhibits

mTORC1 through the induction of p53 target genes, including

the AMPK regulatory subunit (AMPKß), PTEN, and TSC2 itself,

all of which increase TSC activity (Feng et al., 2007).

Amino Acids

In addition to glucose-dependent insulin release, feeding also

leads to an increase in serum amino acid levels due to the diges-

tion of dietary proteins. As amino acids are not only essential

building blocks of proteins, but also sources of energy and

carbon for many other metabolic pathways, mTORC1 activation

is tightly coupled to diet-induced changes in amino acid

concentrations.

A breakthrough in the understanding of amino acid sensing by

mTORC1 came with the discovery of the heterodimeric Rag

GTPases as components of the mTORC1 pathway (Kim et al.,
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2008; Sancak et al., 2008). The Rags are obligate heterodimers

of RagA or RagBwith RagC or RagD and are tethered to the lyso-

somal membrane through their association with the pentameric

Ragulator complex comprising MP1, p14, p18, HBXIP, and

C7ORF59 (Sancak et al., 2010; Bar-Peled et al., 2012). Amino

acid stimulation converts the Rags to their active nucleotide-

bound state, allowing them to bind Raptor and recruit mTORC1

to the lysosomal surface, where Rheb is also located. This

pathway architecture therefore forms an ‘‘AND-gate,’’ whereby

mTORC1 signaling is only on when both the Rags and Rheb

are activated, explaining why both growth factors and amino

acids are required for mTORC1 activation.

Despite these insights, the identities of the direct amino acid

sensors upstream of mTORC1 have been elusive until very

recently. It is now clear that mTORC1 senses both intra-lyso-

somal and cytosolic amino acids through distinct mechanisms.

Amino acids inside the lysosomal lumen alter the Rag nucleotide

state through a mechanism dependent on the lysosomal

v-ATPase, which interacts the Ragulator-Rag complex to pro-

mote the guanine-nucleotide exchange factor (GEF) activity of

Ragulator toward RagA/B (Zoncu et al., 2011; Bar-Peled et al.,

2012). The lysosomal amino acid transporter SLC38A9 interacts

with the Rag-Ragulator-v-ATPase complex and is required for

arginine to activate mTORC1, making it a promising candidate

to be a lysosomal amino acid sensor (Jung et al., 2015; Rebsa-

men et al., 2015; Wang et al., 2015).

Cytosolic leucine and arginine signal to mTORC1 through a

distinct pathway comprising the GATOR1 and GATOR2 com-

plexes (Bar-Peled et al., 2013). GATOR1 consists of DEPDC5,

Nprl2, and Nprl3 and inhibits mTORC1 signaling by acting as a

GAP for RagA/B. The recently identified KICSTOR complex (con-

sisting of Kaptin, ITFG2, C12orf66, and SZT2) tethersGATOR1 to

the lysosomal surface and is necessary for the appropriate con-

trol of the mTORC1 pathway by nutrients (Peng et al., 2017;

Wolfson et al., 2017). GATOR2 by contrast is a pentameric com-

plex comprising Mios, WDR24, WDR59, Seh1L, and Sec13 and

is a positive regulator of mTORC1 signaling that interacts with

GATOR1 at the lysosomal membrane (Bar-Peled et al., 2013).

An important insight into the mechanism of cytosolic amino

acid sensing came with the identification of Sestrin2 as a

GATOR2 interacting protein that inhibits mTORC1 signaling

under amino acid deprivation (Chantranupong et al., 2014; Par-

migiani et al., 2014). Subsequent biochemical and structural

analyses established that Sestrin2 is a direct leucine sensor

upstream of mTORC1 that binds and inhibits GATOR2 function

in the absence of leucine, and dissociates from it upon

leucine binding (Saxton et al., 2016a; Wolfson et al., 2016).

Furthermore, the affinity of Sestrin2 for leucine determines

the sensitivity of mTORC1 signaling to leucine in cultured

cells, demonstrating that Sestrin2 is the primary leucine sensor

for mTORC1 in this context. It remains to be seen whether

and in what tissues leucine concentrations fluctuate within

the relevant range to be sensed by Sestrin2 in vivo, as the

levels of interstitial or cytosolic leucine are unknown. Interest-

ingly, another recent study found that Sestrin2 is transcription-

ally induced upon prolonged amino acid starvation via the

stress-responsive transcription factor ATF4 (Ye et al., 2015),

suggesting that Sestrin2 functions as both an acute leucine

sensor as well as an indirect mediator of prolonged amino

acid starvation.

Cytosolic arginine also activates mTORC1 through the

GATOR1/2-Rag pathway by directly binding the recently identi-

fied arginine sensor CASTOR1 (Cellular Arginine Sensor for

mTORC1). Much like Sestrin2, CASTOR1 binds and inhibits

GATOR2 in the absence of arginine, and dissociates upon argi-

nine binding to enable the activation of mTORC1 (Chantranu-

pong et al., 2016; Saxton et al., 2016b). Thus, both leucine and

arginine stimulate mTORC1 activity at least in part by releasing

inhibitors from GATOR2, establishing GATOR2 as a central

node in the signaling of amino acids to mTORC1. Importantly,

however, the molecular function of GATOR2 and the mecha-

nisms through which Sestrin2 and CASTOR1 regulate it are

unknown.

Several additional mechanisms through which amino acids

regulate mTORC1 signaling have also recently been reported,

including the identification of the Folliculin-FNIP2 complex as a

GAP for RagC/D that activates mTORC1 in the presence of

amino acids (Petit et al., 2013; Tsun et al., 2013). Another study

found that the amino acid glutamine, which is utilized as a

nitrogen and energy source by proliferating cells, activates

mTORC1 independently of the Rag GTPases through the related

Arf family GTPases (Jewell et al., 2015). Finally, a recent report

found that the small polypeptide SPAR associates with the

v-ATPase-Ragulator complex to suppress mTORC1 recruitment

to lysosomes, though how this occurs is unclear (Matsumoto

et al., 2017).

Upstream of mTORC2
In contrast to mTORC1, mTORC2 primarily functions as an

effector of insulin/PI3K signaling (Figure 2A). Like most PI3K

regulated proteins, the mTORC2 subunit mSin1 contains a

phosphoinositide-binding PH domain that is critical for the

insulin-dependent regulation of mTORC2 activity. The mSin1

PH domain inhibits mTORC2 catalytic activity in the absence

of insulin, and this autoinhibition is relieved upon binding to

PI3K-generated PIP3 at the plasma membrane (Liu et al.,

2015). mSin1 can also be phosphorylated by Akt, suggesting

the existence of a positive-feedback loop whereby partial

activation of Akt promotes the activation of mTORC2, which,

in turn, phosphorylates and fully activates Akt (Yang et al.,

2015). Another study found that PI3K promotes the association

of mTORC2 with ribosomes to activate its kinase activity,

although the mechanistic basis for this is unclear (Zinzalla

et al., 2011).

Unexpectedly, mTORC2 signaling is also regulated by

mTORC1, due to the presence of a negative feedback loop be-

tween mTORC1 and insulin/PI3K signaling. mTORC1 phosphor-

ylates and activates Grb10, a negative regulator of insulin/IGF-1

receptor signaling upstream of Akt and mTORC2, (Hsu et al.,

2011; Yu et al., 2011), while S6K1 also suppresses mTORC2

activation through the phosphorylation-dependent degradation

of insulin receptor substrate 1 (IRS1) (Harrington et al., 2004;

Shah et al., 2004). This negative feedback regulation of PI3K

and mTORC2 signaling by mTORC1 has numerous implications

for the pharmacological targeting of mTOR in disease, dis-

cussed below.
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Evolutionary Conservation of the TOR Pathway
One remarkable feature of the TOR pathway is its conservation

as a major growth regulator in virtually all eukaryotes. Like mam-

mals, S. cerevisiae also have two distinct TOR containing com-

plexes, TORC1 and TORC2 (reviewed in Loewith and Hall,

2011) aswell as homologs of Raptor (Kog1), mLST8 (Lst8), Rictor

(Avo3), and mSin1 (Avo1), although several additional compo-

nents are yeast or mammal specific. Furthermore yeast TORC1

also primarily controls cell growth and anabolic metabolism,

including the activation of protein synthesis and inhibition of

autophagy, while yeast TORC2 primarily functions to activate

AGC family kinases such as YPK1, the homolog of mamma-

lian SGK1.

AswithmTORC1, yeast TORC1 also senses and responds to a

diverse array of environmental stimuli, although the specific in-

puts and upstream signaling components differ in several

respects, as one would expect given the vastly different environ-

mental conditions that are relevant for these organisms

(Figure 3A). For example, hormone and growth factor receptor

signaling are developments specific to multicellular organisms,

and the mTORC1 regulator TSC is not found in S. cerevisiae.

Instead, yeast TORC1 appears to be primarily sensitive to direct

biosynthetic inputs such as carbon, nitrogen, and phosphate

sources.

Unlike mammals, yeast are able to synthesize all 20 amino

acids, and starvation of individual amino acids like leucine or

arginine does not inhibit TORC1 signaling in wild-type strains.

Leucine deprivation does, however, inhibit TORC1 in leucine-

auxotrophs (Binda et al., 2009), suggesting there may be a

mechanism for signaling amino acid levels to TORC1, although

this could also be due to the sensing of nitrogen sources that

are perturbed in this context. Both the Rag GTPases and the
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Figure 3. Evolutionary Conservation of the

TOR Pathway
(A) The nutrient sensing pathway upstream of
mammalian mTORC1 (left) and yeast TORC1
(right).
(B) Phylogenetic tree depicting the presence
(green box) of key mTORC1 regulators in various
model organisms.

GATOR1/2 complexes are present in

S. cerevisiae in the form of Gtr1/2 and

the SEACIT/SEACAT complexes, respec-

tively (Figure 3A; Panchaud et al., 2013),

while the yeast EGO Complex is a struc-

tural homolog of Ragulator that interacts

with Gtr1/2 and likely serves an analo-

gous function (Powis et al., 2015; Zhang

et al., 2012). In contrast to mammals,

however, amino acids do not affect the

localization of yeast TORC1, which is

constitutively bound to the Gtr-Ego com-

plex at the vacuolar membrane (Binda

et al., 2009), suggesting an alternative

sensing mechanism exists. Consistent

with this, the mammalian amino acid sen-

sors SLC38A9, Sestrin2, and CASTOR1 all lack clear homologs

in yeast.

While most of the TORC1 pathway components are also well

conserved in other multicellular model organisms, the direct

amino acid sensors appear to have diverged (Figure 3B). For

example, although both SLC38A9 and CASTOR1 are conserved

throughout many metazoan lineages, they are absent in

D. melanogaster, suggesting that this organism either does not

sense arginine or does so through a distinct mechanism. Both

D. melanogaster and C. elegans do have a Sestrin homolog,

however, and dmSestrin also binds leucine (Wolfson et al.,

2016). Interestingly, both ceSestrin and dmSestrin contain subtle

differences in their leucine binding pockets predicted to reduce

their affinity for leucine relative to human Sestrin2, likely enabling

the sensing of physiologically relevant leucine levels in these

organisms (Saxton et al., 2016a).

Physiological Roles of mTOR
Changes in available energy sources following fasting or feeding

require alterations inwhole-bodymetabolism tomaintain homeo-

stasis. Under starvation, levels of nutrients and growth factors

drop, inducing a catabolic state in which energy stores are mobi-

lized tomaintainessential functions (Figure4A).Alternatively, high

levels of nutrients in the fed-state trigger a switch toward anabolic

growth and energy storage. Consistent with its role in coordi-

nating anabolic and catabolic metabolism at the cellular level,

physiological studies in mice have revealed that mTOR signaling

is essential for propermetabolic regulation at the organismal level

as well. Importantly, however, constitutive mTOR activation is

also associatedwith negative physiological outcomes, indicating

that the proper modulation of mTOR signaling in response to

changing environmental conditions is crucial (Figure 4B).
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Glucose Homeostasis
When blood glucose levels drop, the liver activates a compensa-

tory response involving the induction of autophagy, gluconeo-

genesis, and the release of alternative energy sources in the

form of ketone bodies. Several lines of evidence suggest that

regulation of mTORC1 signaling is crucial for the response of

the liver to diet. For example, mice with liver-specific deletion of

TSC1, which have constitutively activated mTORC1 signaling,

fail to generate ketone bodies during fasting due to sustained

mTORC1-dependent suppression of PPARa, a transcriptional

activator of ketogenic genes (Sengupta et al., 2010). The impor-

tance of inhibiting mTORC1 in the liver during fasting has also

been observed through the generation of mice expressing a

constitutively active allele of RagA (RagAGTP). Although they

develop normally, these mice die rapidly after birth due to an

inability tomaintain blood glucose levels during the perinatal fast-

ing period (Efeyan et al., 2013). A similar phenotype was also

observed in mice lacking the leucine sensor Sestrin2 and its

paralogs, Sestrin1 and Sestrin3 (SestrinTKO) (Peng et al., 2014).

Further analysis of these mice revealed that sustained mTORC1

activity during this fasting period prevents the induction of auto-

phagy in the liver, which is critical for supplying free amino acids

for gluconeogenesis. As a result, RagAGTP mice display fatal hy-

poglycemia in response to fasting, consistent with a similar

phenotype in autophagy-deficient mice (Kuma et al., 2004).

mTORC1 signaling also plays an important role in glucose ho-

meostasis by regulating pancreatic b cell function. Studies using

b cell-specific TSC2 knockout (b-TSC2KO) mice revealed that hy-

peractivation of mTORC1 has a biphasic effect on b cell function,

with young b-TSC2KO mice exhibiting increased b cell mass,

higher insulin levels and improved glucose tolerance (Mori

et al., 2009; Shigeyama et al., 2008). This effect is reversed in

older b-TSC2KO mice, which more rapidly develop reduced b

cell mass, lower insulin levels, and hyperglycemia. Thus, high

mTORC1 activity in the pancreas is initially beneficial for glucose

tolerance but also leads to a faster decline in b cell function over

time (Figure 4C).

This biphasic effect of mTORC1 signaling is reminiscent of

diet-induced (type 2) diabetes progression, in which pancreatic

b cells initially expand and produce more insulin to compensate

for an increased glycemic load, but eventually undergo exhaus-

tion. Indeed, obese or high-fat diet (HFD)-treated mice have high

mTORC1 signaling in many tissues, including the pancreas,

likely due to increased levels of circulating insulin, amino

acids, and pro-inflammatory cytokines (Khamzina et al., 2005).

Increased mTORC1 signaling in these tissues also contributes

to peripheral insulin resistance due to enhanced feedback inhibi-

tion of insulin/PI3K/Akt signaling, which is prevented in mice

lacking S6K1/2 (Figure 4D; Um et al., 2004).

That mTORC1 hyperactivation from genetic or dietary manip-

ulation results in insulin resistance has led many to speculate

that mTORC1 inhibitors could improve glucose tolerance and

protect against type 2 diabetes. Paradoxically, however, chronic

pharmacological inhibition of mTORC1 using rapamycin has the

opposite effect, causing insulin resistance and impaired glucose

homeostasis (Figure 4D; Cunningham et al., 2007). This result is

explained at least in part by the fact that prolonged rapamycin

treatment also inhibits mTORC2 signaling in vivo (Lamming

et al., 2012). As mTORC2 directly activates Akt downstream of

insulin/PI3K signaling, it is not surprising that mTORC2 inhibition

disrupts the physiological response to insulin. Consistent with

this, liver-specific Rictor knockout mice have severe insulin

resistance and glucose intolerance (Hagiwara et al., 2012;

Yuan et al., 2012), as do mice lacking Rictor in the muscle or

fat (Kumar et al., 2008, 2010).

Muscle Mass and Function
Although the importance of mTOR signaling in promoting muscle

growth is well appreciated by basic scientists and bodybuilders

alike, the mechanisms underlying this process are still poorly un-

derstood, in part due to the difficulty of genetically manipulating

multinucleate myocytes in vivo. Nonetheless, early studies of

mTOR signaling in the muscle revealed that mTORC1 activation

is associated with muscle hypertrophy (Bodine et al., 2001) and

that both IGF-1and leucinepromote hypertrophy through the acti-

vation ofmTORC1 signaling in cultured cells and inmice (Anthony

et al., 2000; Rommel et al., 2001). Moreover, muscle-specific

Raptorknockoutmicedisplayseveremuscleatrophyand reduced

body weight leading to early death (Bentzinger et al., 2008). This

dramatic phenotype is also observed in muscle-specific mTOR

knockout mice, but not Rictor-deficient mice, suggesting that

the critical functions of mTOR in skeletal muscle are through

mTORC1 (Bentzinger et al., 2008; Risson et al., 2009).

While acute activation of mTORC1 signaling in vivo does pro-

mote muscle hypertrophy in the short term (Bodine et al., 2001),

chronic mTORC1 activation in the muscle through loss of TSC1

also results in severe muscle atrophy, low body mass, and early

death, primarily due to an inability to induce autophagy in this tis-

sue (Figure 4D; Castets et al., 2013). Considering that turnover of

old or damaged tissue plays a critical role in muscle growth,

these results suggest that alternating periods of high and low

mTORC1 activity, as occurs with normal feeding and fasting cy-

cles, is essential for maintaining optimal muscle health and func-

tion (Figure 4F).

An accumulating body of evidence suggests that muscle

contraction also activates mTORC1 in the muscle, potentially

explaining at least in part how increased muscle use promotes

anabolism (Baar and Esser, 1999). A recent study found that

mechanical stimuli activate mTORC1 signaling by inducing the

phosphorylation of Raptor (Frey et al., 2014), although how this

occurs in not clear. Understanding how mTORC1 can integrate

the distinct signals from insulin, amino acids, and mechanical

force in the muscle will be an important goal going forward and

may inform approaches for treating muscle wasting disorders

such as those associated with disuse and aging.

Adipogenesis and Lipid Homeostasis
Many studies over the last two decades also reveal a role for

mTOR in promoting adipocyte formation and lipid synthesis in

response to feeding and insulin (Figure 4D, reviewed in Lamming

and Sabatini, 2013). mTORC1 promotes adipogenesis and

enhanced lipogenesis in cell culture and in vivo, consistent

with adipocyte-specific raptor knockout (Ad-RapKO) mice dis-

playing lipodystrophy and hepatic steatosis (Lee et al., 2016).

However, the role of mTORC1 in adipose is complicated by the

fact that Ad-RapKO mice are also resistant to diet-induced
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obesity due to reduced adipogenesis, suggesting mTORC1 inhi-

bition in this tissue can have both positive and negative effects

(Polak et al., 2008).

The loss of mTORC2 activity in adipocytes results not only in

insulin resistance due to reduced Akt activity (Kumar et al.,

2010), but also in less lipid synthesis in part due to reduced

expression of ChREBPß, a master transcription factor for lipo-

genic genes (Tang et al., 2016). mTORC2 has also been shown

to promote lipogenesis in the liver as well, suggesting a general

role for mTORC2 in lipid synthesis (Hagiwara et al., 2012;

Yuan et al., 2012) Thus, both mTORC1 andmTORC2 play impor-

tant roles in multiple aspects of adipocyte function and lipid

metabolism.

Immune Function
Early studies into the biological properties of rapamycin revealed

a role in blocking lymphocyte proliferation, leading to its eventual

clinical approval as an immunosuppressant for kidney trans-

plants in 1999. The immunosuppressive action of rapamycin is

largely attributed to its ability to block T cell activation, a key

aspect of the adaptive immune response (reviewed in Powell

et al., 2012). Mechanistically, mTORC1 facilitates the switch

toward anabolic metabolism that is required for T cell activation

and expansion and lies downstream of several activating signals

present in the immunemicroenvironment, including interleukin-2

(IL-2), the co-stimulatory receptor CD28, as well as amino acids.

Interestingly, mTORC1 inhibition during antigen presentation re-

sults in T cell anergy, whereby cells fail to activate upon subse-

quent antigen exposure (Zheng et al., 2007). As the induction

of T cell anergy via nutrient depletion or other inhibitory signals

is a mechanism utilized by tumors in immune evasion, these

data suggest that promotingmTORC1 activation in immune cells

may actually be beneficial in some contexts, such as cancer

immunotherapy.

Recent studies have also found a role for mTORC1 in influ-

encing T cell maturation, as rapamycin promotes the differentia-

tion and expansion of CD4+FoxP3+ Regulatory T cells and CD8+

memory T cells while suppressing CD8+ and CD4+ effector T cell

populations (Araki et al., 2009; Haxhinasto et al., 2008), consis-

tent with the metabolic profiles of these cell types. Indeed,

a recent report found that during the asymmetric division

of activated CD8+ T cells, mTORC1 activity is high in the

‘‘effector-like’’ daughter cell, but low in the ‘‘memory-like’’

daughter cell, due to the asymmetric partitioning of amino acid

transporters (Pollizzi et al., 2016; Verbist et al., 2016). Thus, the

role of mTOR signaling in the immune system is clearly more

complex than previously thought. Given the current clinical use

of mTOR inhibitors in both immunosuppression and cancer, a

more comprehensive understanding of how mTOR signaling in-

fluences overall immune responses in vivo will be a critical goal

going forward.

Brain Function
mTOR has also emerged as an important regulator of numerous

neurological processes, including neural development, circuit

formation, and the neural control of feeding (reviewed in Lipton

and Sahin, 2014). The deletion of either Raptor or Rictor in neu-

rons causes reduced neuron size, and early death, suggesting

that signaling by both mTORC1 and mTORC2 is important for

proper brain development. Conversely, the impact of hyperac-

tive mTORC1 signaling in the brain is best observed in human

patients with TSC, who exhibit a range of debilitating neurolog-

ical disorders, including epilepsy, autism, and the presence of

benign brain tumors.

The fact that mTORC1 hyperactivation in TSC patients corre-

lates with a high occurrence of epileptic seizures (90% of TSC

patients) and autistic traits (50%) suggests that deregulated

mTORC1 signaling may also be involved in epilepsy and autism

more generally. Indeed, mTORC1 hyperactivation in mice

through neural loss of Tsc1 or Tsc2 leads to severe epileptic sei-

zures that are prevented by rapamycin treatment (Zeng et al.,

2008), and mutations in components of the GATOR1 and

KICSTOR complexes have been linked to epilepsy in humans

(Basel-Vanagaite et al., 2013; Ricos et al., 2016).

The importance of mTORC1 in this tissue stems in part from its

role in promoting activity-dependent mRNA translation near syn-

apses, a critical step in neuronal circuit formation. Consistent

with this, the NMDA receptor antagonist ketamine acutely acti-

vates mTORC1 signaling in mouse neurons, which coincides

with an increased translation of synaptic proteins (Li et al.,

2010). The role of mTORC1 in regulating autophagy is likely

also important, as autophagy dysfunction is strongly implicated

in the pathogenesis of neurodegenerative disorders, including

Parkinson’s disease and Alzheimer’s disease (AD). Inhibiting

mTOR signaling has beneficial effects on mouse models of AD

(Spilman et al., 2010), and it remains to be seen whether similar

results will be seen in humans.

mTOR in Cancer
As discussed above, mTORC1 functions as a downstream

effector for many frequently mutated oncogenic pathways,

including the PI3K/Akt pathway as well as the Ras/Raf/Mek/

Erk (MAPK) pathway, resulting in mTORC1 hyperactivation in a

high percentage of human cancers (Figure 5A). Furthermore,

the common tumor suppressors TP53 and LKB1 are negative

regulators of mTORC1 upstream of TSC1 and TSC2, which are

also tumor suppressors originally identified through genetic

analysis of the familial cancer syndrome TSC. Several compo-

nents of the nutrient sensing input to mTORC1 have also been

implicated in cancer progression, including all three subunits of

the GATOR1 complex, which are mutated with low frequency

in glioblastoma (Bar-Peled et al., 2013), as well as RagC, which

was recently found to be mutated at high frequency (�18%) in

follicular lymphoma (Okosun et al., 2016). Additionally, mutations

in the gene encoding folliculin (FLCN) are the causative lesion in

the Birt-Hogg-Dube hereditary cancer syndrome (Nickerson

et al., 2002), which manifests similarly to TSC. Finally, mutations

in MTOR itself are also found in a variety of cancer subtypes,

consistent with a role for mTOR in tumorigenesis (Grabiner

et al., 2014; Sato et al., 2010).

mTORC2 signaling is also implicated in cancer largely due to

its role in activating Akt, which drives pro-proliferative processes

such as glucose uptake and glycolysis while also inhibiting

apoptosis. Indeed, at least some PI3K/Akt-driven tumors appear

to rely on mTORC2 activity, as Rictor is essential in mouse

models of prostate cancer driven by PTEN loss, as well as in
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human prostate cancer cell lines that lack PTEN (Guertin et al.,

2009; Hietakangas and Cohen, 2008).

While many mTORC1-driven processes likely contribute to

tumorigenesis, the translational program initiated by the phos-

phorylation of 4EBP is likely the most critical, at least in mouse

models of Akt-driven prostate cancer and T cell lymphoma

(Hsieh et al., 2010, 2012). Consistent with this, a variety of Akt-

and Erk-driven cancer cell lines are dependent on 4EBP phos-

phorylation, and the ratio of 4EBP to eIF4E expression correlates

well with their sensitivity to mTOR inhibitors (Alain et al., 2012;

She et al., 2010).

The first mTOR inhibitors approved for use in cancer were a

class of rapamycin derivatives known as ‘‘rapalogs.’’ The rapa-

log temsirolimus (Pfizer) was first approved for treatment of

advanced renal cell carcinoma in 2007, followed by everolimus

(Novartis) in 2009. Although a small number of ‘‘extraordinary re-

sponders’’ have been reported, these rapalogs have been less

successful in the clinic than anticipated from pre-clinical cancer

models.

Several explanations for this lack of efficacy have been sug-

gested. The first came with the realization that, as allosteric in-

hibitors, the rapalogs block the phosphorylation of some but

not all mTORC1 substrates (Figure 5B, Choo et al., 2008; Feld-

man et al., 2009; Kang et al., 2013; Thoreen et al., 2009). In

particular, the phosphorylation of 4EBP is largely insensitive to

rapamycin. Second, inhibiting mTORC1 releases the negative

feedback on insulin/PI3K/Akt signaling and therefore may

paradoxically promote cell survival and prevent apoptosis in

some contexts. Indeed, increased Akt signaling has been

observed in biopsies of cancer patients following everolimus

treatment and may help explain why rapalogs have largely cyto-

static, but not cytotoxic, effects on tumors (Tabernero et al.,

2008). Finally, mTORC1 inhibition also induces autophagy,

which can help maintain cancer cell survival poorly vascularized,

nutrient poor microenvironments such as in pancreatic tumors.

Indeed, mTORC1 inhibition also promotes macropinocytosis,

whereby extracellular proteins are internalized and degraded to

provide amino acids for nutrient-starved tumors (Palm et al.,

2015). These data suggest that combining rapalogs with

autophagy inhibitors may improve efficacy, consistent with a

recent phase 1 clinical trial using temsirolomus and the auto-

phagy inhibitor hydrochloroquine in melanoma patients, which

showed an improvement over temsirolomus alone (Rangwala

et al., 2014).
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In order to address some of the drawbacks of the rapa-

logs, ‘‘second-generation,’’ ATP-competitive catalytic inhibitors

against mTOR have also been developed and are now in clinical

trials. Unlike rapamycin, these compounds directly inhibit the

catalytic activity of mTOR and therefore fully suppress both

mTORC1 and mTORC2 (Figure 5B), making themmore effective

than rapalogs in a variety of preclinical cancer models. Although

these second-generation mTOR inhibitors initially suppress Akt

signaling due to inhibition of mTORC2, the release of negative

feedback on Insulin/PI3K signaling eventually overcomes this

blockade and Akt is reactivated following long-term treatment

(Rodrik-Outmezguine et al., 2011). One possible solution to

this problemmay be the utilization of dual PI3K/mTOR inhibitors,

which inhibit the closely related catalytic domains of both PI3K

and mTOR, thereby more fully blocking phosphorylation of

both Akt and 4EBP (Figure 5B). These inhibitors have also shown

some promise in preclinical and early clinical trial data but have

raised concerns over dose-limiting toxicities.

The cases where rapalogs have had the most success to date

have generally involved mutations in the mTOR pathway itself,

such as in TSC1 or MTOR (Iyer et al., 2012; Wagle et al.,

2014a). Even in these cases, however, an exquisite initial

response has been followed by additional mutations in the ki-

nase or FRB domains of MTOR, leading to acquired resistance

(Wagle et al., 2014b). One creative way to overcome these resis-

tance mutations may be with the recently described ‘‘third-gen-

eration’’ mTOR inhibitor called ‘‘RapaLink,’’ in which the ATP-

competitive mTOR inhibitor is chemically linked to rapamycin,

enabling inhibition of mTOR mutants that are resistant to either

MLN0128 or rapamycin alone (Rodrik-Outmezguine et al., 2016).

mTOR in Aging
mTOR signaling is strongly implicated in the aging process of

diverse organisms, including yeast, worms, flies, and mammals.

This was first observed through studies in the nematode

C. elegans, which found that reduced expression of the homo-

logs of mTOR (ceTOR, formerly let-363) or Raptor (daf-15)

extend lifespan (Vellai et al., 2003; Jia et al., 2004). Subsequent

genetic studies found that reduced TOR signaling also promotes

longevity in Drosophila (Kapahi et al., 2004), budding yeast (Kae-

berlein et al., 2005) as well as mice (Lamming et al., 2012; Wu

et al., 2013). Consistent with this, the mTOR inhibitor rapamycin

is currently the only pharmacological treatment proven to extend

lifespan in all of these model organisms (Bjedov et al., 2010;

Harrison et al., 2009; Powers et al., 2006; Robida-Stubbs

et al., 2012).

The only other intervention shown to extend lifespan in such a

wide range of organisms is caloric restriction (CR), defined as a

reduction in nutrient intakewithoutmalnutrition. Given the critical

role of mTORC1 in sensing nutrients and insulin, this has led

many to speculate that the beneficial effects of CR on lifespan

are also due to reducedmTORC1 signaling. Indeed, CR-like reg-

imens do not further extend lifespan in yeast, worms, or flies with

reduced mTOR signaling, suggesting an overlapping mecha-

nism (Kaeberlein et al., 2005; Hansen et al., 2007; Kapahi

et al., 2004).

While there is now a general consensus that mTOR signaling

plays a key role in mammalian aging, the mechanism through

which this occurs is still unclear. Several lines of evidence sug-

gest that the general reduction in mRNA translation during

mTORC1 inhibition slows aging by reducing the accumulation

of proteotoxic and oxidative stress, consistent with the observa-

tion that loss of the mTORC1 substrate S6K1 also extends life-

span in mammals (Selman et al., 2009). A related possibility is

that inhibition of mTORC1 slows aging by increasing autophagy,

which helps clear damaged proteins and organelles such as

mitochondria, the accumulation of which are also associated

with aging and aging-related diseases. Finally, another model

suggests that the attenuation of adult stem cells in various tis-

sues plays a central role in organismal aging, and mTOR inhibi-

tion boosts the self-renewal capacity of both hematopoietic

and intestinal stem cells in mice (Chen et al., 2009; Yilmaz

et al., 2012). Ultimately, the importance of mTORC1 signaling

in aging likely reflects its unique capacity to regulate such a

wide variety of key cellular functions (Figure 5C).

The observation thatmTOR inhibition extends lifespan and de-

lays the onset of age-associated diseases in mammals has led

many to speculate that mTOR inhibitors could be used to

enhance longevity in humans. The major drawback of prolonged

rapamycin treatment in humans, however, is the potential for

side effects such as immunosuppression and glucose intoler-

ance. There is reason for optimism, however, as a trial in healthy

elderly humans using everolimus showed safety and even

improved immune function (Mannick et al., 2014), and alternative

dosing regimens have been proposed that can promote

longevity with reduced side effects (Arriola Apelo et al., 2016).

Given that many of the negative metabolic side effects associ-

atedwithmTOR inhibitors are due to inhibition ofmTORC2, while

the anti-aging effects are due to inhibition ofmTORC1, the devel-

opment of mTORC1-specific inhibitors would be particularly

beneficial.

Perspectives
It is now clear that the mTOR pathway plays a central role in

sensing environmental conditions and regulating nearly all as-

pects metabolism at both the cellular and organismal level. In

just the last several years, many new insights into both mTOR

function and regulation have been elucidated, and extensive ge-

netic and pharmacological studies in mice have enhanced our

understanding of howmTORdysfunction contributes to disease.

While many inputs to mTORC1 have now been identified and

their mechanisms of sensing characterized, an integrated under-

standing of the relative importance of these signals and the con-

texts in which they are important remains largely unclear. For

example, it remains mysterious which inputs to TSC are domi-

nant and how this depends on the physiological context. Similar

questions exist for nutrient sensing by the Rag GTPases, specif-

ically regarding the purpose of sensing of both lysosomal and

cytosolic amino acids, as well as the tissues in which the nutrient

sensors such as Sestrin2, CASTOR1, and SLC38A9 are most

important. Such insights will likely require both deeper biochem-

ical studies of these complexes in vitro as well as improved

mouse models that enable more nuanced perturbation and

monitoring of these sensors in vivo.

The major focus of mTOR research going forward, however,

will be to address whether these molecular insights can improve
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the therapeutic targeting of mTOR in the clinic. Although rapa-

logs and catalytic mTOR inhibitors have been successful in the

context of immunosuppression and a small subset of cancer

types, clear limitations have arisen that limit their utility. Specif-

ically, given the critical functions of mTOR in most human tis-

sues, complete catalytic inhibition causes severe dose-limiting

toxicities, while rapalogs also suffer from the drawbacks associ-

ated with lack of tissue specificity and unwanted disruption of

mTORC2. Future work should focus on the development of

mTOR-targeting therapeutics outside of these two modalities,

such as truly mTORC1-specific inhibitors for use in diabetes,

neurodegeneration, and life-span extension, or tissue-specific

mTORC1 agonists for use in muscle wasting diseases and

immunotherapy. Such approaches will likely require going

beyond targeting mTOR directly to instead developing com-

pounds that modulate tissue-specific receptors or signalingmol-

ecules upstream of mTOR, such as the recently characterized

amino acid sensors Sestrin2 and CASTOR1, which contain

small-molecule binding pockets and specifically regulate

mTORC1. Ultimately, such insights may enable the rational tar-

geting of mTOR signaling to unlock the full therapeutic potential

of this remarkable pathway.
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Vézina, C., Kudelski, A., and Sehgal, S.N. (1975). Rapamycin (AY-22,989), a

new antifungal antibiotic. I. Taxonomy of the producing streptomycete and

isolation of the active principle. J. Antibiot. 28, 721–726.

Wagle, N., Grabiner, B.C., Van Allen, E.M., Hodis, E., Jacobus, S., Supko, J.G.,

Stewart, M., Choueiri, T.K., Gandhi, L., Cleary, J.M., et al. (2014a). Activating

mTOR mutations in a patient with an extraordinary response on a phase I trial

of everolimus and pazopanib. Cancer Discov. 4, 546–553.

Wagle, N., Grabiner, B.C., Van Allen, E.M., Amin-Mansour, A., Taylor-Weiner,

A., Rosenberg, M., Gray, N., Barletta, J.A., Guo, Y., Swanson, S.J., et al.

(2014b). Response and acquired resistance to everolimus in anaplastic thyroid

cancer. N. Engl. J. Med. 371, 1426–1433.

Wang, L., Harris, T.E., Roth, R.A., and Lawrence, J.C., Jr. (2007). PRAS40 reg-

ulates mTORC1 kinase activity by functioning as a direct inhibitor of substrate

binding. J. Biol. Chem. 282, 20036–20044.

Wang, S., Tsun, Z.Y., Wolfson, R.L., Shen, K., Wyant, G.A., Plovanich, M.E.,

Yuan, E.D., Jones, T.D., Chantranupong, L., Comb, W., et al. (2015). Meta-

bolism. Lysosomal amino acid transporter SLC38A9 signals arginine suffi-

ciency to mTORC1. Science 347, 188–194.

Wolfson, R.L., Chantranupong, L., Saxton, R.A., Shen, K., Scaria, S.M.,

Cantor, J.R., and Sabatini, D.M. (2016). Sestrin2 is a leucine sensor for the

mTORC1 pathway. Science 351, 43–48.

Wolfson, R.L., Chantranupong, L., Wyant, G.A., Gu, X., Orozoco, J.M., Con-

don, K.J., Petri, S., Kedir, J., Scaria, S.M., Abu-Remaileh, M., et al. (2017).

KICSTOR recruits GATOR1 to the lysosome and is necessary for nutrients to

regulate mTORC1. Nature. Published online February 15, 2017. http://dx.

doi.org/10.1038/nature21423.

Woo, S.Y., Kim, D.H., Jun, C.B., Kim, Y.M., Haar, E.V., Lee, S.I., Hegg, J.W.,

Bandhakavi, S., Griffin, T.J., and Kim, D.H. (2007). PRR5, a novel component

of mTOR complex 2, regulates platelet-derived growth factor receptor beta

expression and signaling. J. Biol. Chem. 282, 25604–25612.

Wu, J.J., Liu, J., Chen, E.B., Wang, J.J., Cao, L., Narayan, N., Fergusson,

M.M., Rovira, I.I., Allen, M., Springer, D.A., et al. (2013). Increased mammalian

lifespan and a segmental and tissue-specific slowing of aging after genetic

reduction of mTOR expression. Cell Rep. 4, 913–920.

Yang, Q., Inoki, K., Ikenoue, T., and Guan, K.L. (2006). Identification of Sin1 as

an essential TORC2 component required for complex formation and kinase

activity. Genes Dev. 20, 2820–2832.

Cell 168, March 9, 2017 975

http://dx.doi.org/10.1038/nature21423
http://dx.doi.org/10.1038/nature21423


Yang, H., Rudge, D.G., Koos, J.D., Vaidialingam, B., Yang, H.J., and Pavletich,

N.P. (2013). mTOR kinase structure, mechanism and regulation. Nature 497,

217–223.

Yang, G., Murashige, D.S., Humphrey, S.J., and James, D.E. (2015). A Positive

Feedback Loop between Akt and mTORC2 via SIN1 Phosphorylation. Cell

Rep. 12, 937–943.

Ye, J., Palm, W., Peng, M., King, B., Lindsten, T., Li, M.O., Koumenis, C., and

Thompson, C.B. (2015). GCN2 sustains mTORC1 suppression upon amino

acid deprivation by inducing Sestrin2. Genes Dev. 29, 2331–2336.

Yilmaz, O.H., Katajisto, P., Lamming, D.W., Gültekin, Y., Bauer-Rowe, K.E.,

Sengupta, S., Birsoy, K., Dursun, A., Yilmaz, V.O., Selig, M., et al. (2012).

mTORC1 in the Paneth cell niche couples intestinal stem-cell function to cal-

orie intake. Nature 486, 490–495.

Yip, C.K., Murata, K., Walz, T., Sabatini, D.M., and Kang, S.A. (2010). Structure

of the human mTOR complex I and its implications for rapamycin inhibition.

Mol. Cell 38, 768–774.

Yu, Y., Yoon, S.O., Poulogiannis, G., Yang, Q., Ma, X.M., Villén, J., Kubica, N.,

Hoffman, G.R., Cantley, L.C., Gygi, S.P., and Blenis, J. (2011). Phosphopro-

teomic analysis identifies Grb10 as an mTORC1 substrate that negatively reg-

ulates insulin signaling. Science 332, 1322–1326.

Yuan, M., Pino, E., Wu, L., Kacergis, M., and Soukas, A.A. (2012). Identification

of Akt-independent regulation of hepatic lipogenesis by mammalian target of

rapamycin (mTOR) complex 2. J. Biol. Chem. 287, 29579–29588.

Zeng, L.H., Xu, L., Gutmann, D.H., and Wong, M. (2008). Rapamycin prevents

epilepsy in a mouse model of tuberous sclerosis complex. Ann. Neurol. 63,

444–453.

Zhang, T., Peli-Gulli, M.P., Yang, H., De Virgilio, C., and Ding, J. (2012).

Ego3 functions as a homodimer to mediate the interaction between Gtr1-

Gtr2 and Ego1 in the ego complex to activate TORC1. Structure 20,

2151–2160.

Zhang, Y., Nicholatos, J., Dreier, J.R., Ricoult, S.J., Widenmaier, S.B., Hotami-

sligil, G.S., Kwiatkowski, D.J., and Manning, B.D. (2014). Coordinated

regulation of protein synthesis and degradation by mTORC1. Nature 513,

440–443.

Zhao, J., Zhai, B., Gygi, S.P., and Goldberg, A.L. (2015). mTOR inhibition ac-

tivates overall protein degradation by the ubiquitin proteasome system as

well as by autophagy. Proc. Natl. Acad. Sci. USA 112, 15790–15797.

Zheng, Y., Collins, S.L., Lutz, M.A., Allen, A.N., Kole, T.P., Zarek, P.E., and Po-

well, J.D. (2007). A role for mammalian target of rapamycin in regulating T cell

activation versus anergy. J. Immunol. 178, 2163–2170.

Zinzalla, V., Stracka, D., Oppliger, W., and Hall, M.N. (2011). Activation of

mTORC2 by association with the ribosome. Cell 144, 757–768.

Zoncu, R., Bar-Peled, L., Efeyan, A., Wang, S., Sancak, Y., and Sabatini, D.M.

(2011). mTORC1 senses lysosomal amino acids through an inside-out mech-

anism that requires the vacuolar H(+)-ATPase. Science 334, 678–683.

976 Cell 168, March 9, 2017



Tap into our network today!
Visit www.cell.com/webinars

With Cell Press Webinars, our network is 
your network!

Webinars

OUR
NETWORK
IS YOUR
NETWORK

Cell Press Webinars give you access to 
hot topics in emerging research and the 
application of new technology.

Watch essential, need-to-know webcasts 
via live streaming or on demand from the 
comfort and convenience of your office, 
lab, or home.

Need-to-know topics, editorially curated

World-class presenters, experts in their field

Moderated by Cell Press editors

Powered by  
people in the know. 
Like you.

http://www.cell.com/webinars


Leading Edge

Review

Metabolic Instruction of Immunity

Michael D. Buck,1,2 Ryan T. Sowell,3 Susan M. Kaech,3,* and Erika L. Pearce1,*
1Department of Immunometabolism, Max Planck Institute of Immunobiology and Epigenetics, 79108 Freiburg, Germany
2Division of Biology and Biomedical Sciences Immunology Program, Washington University School of Medicine, St. Louis, MO 63110, USA
3Department of Immunobiology, Yale University School of Medicine, New Haven, CT 06520, USA
*Correspondence: susan.kaech@yale.edu (S.M.K.), pearce@ie-freiburg.mpg.de (E.L.P.)

http://dx.doi.org/10.1016/j.cell.2017.04.004

Choices have consequences. Immune cells survey and migrate throughout the body and some-
times take residence in niche environments with distinct communities of cells, extracellular matrix,
and nutrients that may differ from those in which they matured. Imbedded in immune cell physi-
ology are metabolic pathways and metabolites that not only provide energy and substrates for
growth and survival, but also instruct effector functions, differentiation, and gene expression.
This review of immunometabolism will reference the most recent literature to cover the choices
that environments impose on the metabolism and function of immune cells and highlight their
consequences during homeostasis and disease.

Cells of the immune system possess particular sets of skills—

skills that are vital for host defense and tissue homeostasis

but also cause disease if not properly controlled—skills that

make them altogether fairly peculiar. Unlike other cells in the

body, immune cells possess the ability to respond to environ-

mental signals and assume a wide variety of distinct functional

fates. Immune cells can morph from dormant sentinels

into pathogen killing machines, migrate from one tissue to

another, modulate surface receptor expression, clonally

expand, secrete copious amounts of effector molecules, or

exert controlling effects over neighboring cells. After the burst

of activity following an immune response, these specialized

cells can die, creating space and limiting tissue damage in a

particular environment, or return to resting states that allow

them to persist for extended periods of time in readiness for a

secondary response.

The activation, growth and proliferation, engagement of

effector functions, and return to homeostasis of immune cells

are intimately linked and dependent on dynamic changes in

cellular metabolism. The utilization of particular metabolic path-

ways is controlled on one level by growth factors and nutrient

availability dictated by competition between other interacting

cells and on another level by the exquisite balance of internal

metabolites, reactive oxygen species (ROS), and reducing and

oxidizing substrates. Studying immune cells, particularly lym-

phocytes and myeloid cells, has lent deep insight into how

cells differentiate and coordinate their behaviors with meta-

bolism under a wide array of settings.

Leukocytes are also nomads and settlers. They migrate from

the place where they develop to survey the entire body and

sometimes take up residence in tissues in which they did not

originate. In doing so, they must adapt to an ecosystem

comprised of unique cells, extracellular matrix, growth factors,

oxygen, nutrients, and metabolites. How do they do this and

what are the genetic, metabolic, and immunological conse-

quences of these adaptations? In this review, we explore the in-

teractions between immune cells and the tissue environments

they inhabit, how these impinge on their metabolism, how their

metabolism instructs their function and fate, and how these rela-

tionships contribute to tissue homeostasis and disease patho-

logy. The central concepts of immune cell metabolism have

been covered extensively in several reviews (Buck et al., 2015;

MacIver et al., 2013; O’Neill and Pearce, 2016; O’Neill et al.,

2016; Pearce et al., 2013) and thuswill not be discussed at length

here.

The Tumor Microenvironment
Recent breakthroughs in immunotherapy have shown that

eliciting immune responses against multiple types of cancer

can lead to considerably longer-lasting remissions, or in some

cases, complete regression of metastatic disease (Ribas,

2015). Although it is well known that cancer cells can evade im-

mune recognition through ‘‘immunoediting’’ (the process by

which antitumor immune responses, especially those from tumor

infiltrating T lymphocytes [TILs], select for cancer cell clones that

no longer express detectable tumor antigens) (Vesely and

Schreiber, 2013), the advent of effective cancer immunother-

apies has shown that additional mechanisms of immunosup-

pression exist that limit or impair antitumor immunity. Thus,

considerable efforts are underway to elucidate other mecha-

nisms that restrain antitumor responses to develop new and

more efficacious forms of therapy.

At the forefront of these mechanisms to consider, is how im-

mune cell metabolism, and thus immune cell function, is altered

by the tumor microenvironment. Tumors are amajor disturbance

to tissue homeostasis, creating metabolically demanding envi-

ronments that encroach on the metabolism and function of the

stroma and infiltrating immune cells. The unrestrained cell

growth seen in cancer is often supported by aerobic glycolysis,

the same metabolic pathway needed to fuel optimal effector

functions in many immune cells (Pearce et al., 2013). At mini-

mum, this similarity potentiates a competition for substrates be-

tween tumors and immune cells. The demand for nutrients,

essential metabolites, and oxygen imposed by proliferative
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cancer cells, in combination with their immunosuppressive by-

products, creates harsh environmental conditions in which im-

mune cells must navigate and adapt (Figure 1). How tumor and

immune cells share or compete for resources in this environ-

ment, and how such relationships regulate antitumor immunity

are important questions to address.

Figure 1. Metabolic Tug-of-War within the Tumor Microenvironment
The balance of nutrients and oxygen within the tumor microenvironment controls immune cell function. Glucose and amino acid consumption by tumor cells can
outpace that of infiltrating immune cells, specifically depriving them of nutrients to fuel their effector function. Poorly perfused tumor regions drive hypoxia
response programs in tumor cells, macrophages, and T cells. Increased HIF-1a activity in response to hypoxia or other mechanisms promotes glycolysis and
increases concentrations of suppressive metabolites and acidification of the local environment. As a by-product of glycolysis, lactate concentration increases,
which is coordinately utilized by tumor cells to fuel their metabolism, promotes macrophage polarization, and directly suppresses T cell function. The ability of
T cells to target tumors is further limited by their upregulation of co-inhibitory receptors and engagement with their ligands on neighboring tumor cells and
macrophages. As T cells progressively enter a dysfunctional state, their mitochondrial mass and oxidative capacity declines, ultimately leading to their failure to
meet bioenergetic demands to sustain effector functions and control tumor cell growth.
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Hypoxia

When tumor growth exceeds the vasculature’s ability to fully

perfuse the tumor microenvironment with oxygen, regions of

hypoxia are established and induction of the hypoxia-responsive

transcription factor HIF-1a intensifies cancer cell glucose utiliza-

tion and lactate release (Eales et al., 2016). Using 13C-labeled

glucose, Hensley et al. (2016) traced the fate of glucose within

healthy lung tissue and tumors of patients with non-small lung

cell carcinoma and found that even within a single tumor, hetero-

geneity in glucose utilization exists. Lesser-perfused regions of

the lung tumors were associated with higher glucose meta-

bolism whereas higher-perfused regions could utilize circulating

lactate, transported through monocarboxylate transporter 1

(MCT1), as an alternative TCA cycle substrate (Sonveaux et al.,

2008). Lactate metabolism in oxygenated cancer cells also in-

creases glutaminolysis (Pérez-Escuredo et al., 2016). How this

metabolic heterogeneity in tumor cells relates to intratumoral im-

mune cell function has not been well elucidated, but exposure of

NK and T cells to high concentrations of lactate impairs their acti-

vation of the transcription factor NFAT and production of the

cytokine interferon gamma (IFN-g) (Brand et al., 2016). Lactic

acid also disrupts T cell motility and causes loss of cytolytic

function in CD8 T cells (Haas et al., 2015). Moreover, decreasing

conversion of pyruvate to lactate by genetic targeting of lactate

dehydrogenase A (LDHA) in tumors helps to restore T cell infiltra-

tion and function (Brand et al., 2016), linking lactate production to

immunosuppression observed in the tumor microenvironment

(Figure 1).

Lactate uptake by tumor-associated macrophages (TAMs)

also stimulates tumor progression by inducing vascular endo-

thelial growth factor (VEGF) and arginase I (Arg1) expression

through HIF-1a (Colegio et al., 2014). Moreover, chronic VEGF

signaling in hypoxic areas leads to elevated glycolysis in endo-

thelial cells, resulting in excessive endothelial sprouting and

abnormal leaky vasculature (Goveia et al., 2014). Interestingly,

inhibition of REDD1, a hypoxia-induced inhibitor of mechanistic

target of rapamycin (mTOR), in TAMs increases their rates of

glycolysis to a level that competes with neighboring endothelial

cells for glucose and suppresses their angiogenic activity. This

metabolic tug-of-war over glucose helps restore vascular integ-

rity, improve oxygenation within the tumor, and prevent metasta-

ses (Wenes et al., 2016), providing an example of an intimate

metabolic relationship that exists between cells in tumors.

Hypoxia also has considerable effects on TIL function, prolifer-

ation, and migration (Vuillefroy de Silly et al., 2016). Increases in

HIF-1a activity by culturing T cells in physiologic normoxia

(�3%–5% O2), genetic deletion of von Hippel-Lindau (VHL) fac-

tor, or inhibiting activity of the oxygen-sensing prolyl-hydroxy-

lase (PHD) family of proteins, enhances CD8 T cell glycolysis

and effector functions and promotes antitumor immunity (Clever

et al., 2016; Doedens et al., 2013; Finlay et al., 2012; Wang et al.,

2011). HIF-1a is also needed for the production of the metabolite

S-2-hydroxyglutarate (S-2HG), which can drive epigenetic re-

modeling in activated CD8 T cells and enhance interleukin (IL)-

2 production and antitumor defenses (Tyrakis et al., 2016).

Thus, one may expect that hypoxia would potentiate HIF-1a

activity and TIL effector functions in tumors, however, this

is not what is observed. In addition to signals received from

IFN-g, HIF-1a also induces the expression of the suppressive

ligand PD-L1 in tumor cells, TAMs, and myeloid-derived sup-

pressor cells (MDSCs) (Noman et al., 2014), and this can lead

to TIL suppression via PD-1 (Figure 1). Moreover, recent work

in both mouse and human tumors showed that CD8 TILs lose

mitochondrial mass, membrane potential, and oxidative capa-

city, particularly within the most dysfunctional PD-1+ CD8

T cells (Scharping et al., 2016). The loss ofmitochondrial function

in TILs correlated with diminished expression of PPAR-gamma

coactivator 1a (PGC1a) over time and a block in their prolifera-

tion and IFN-g production. Perhaps severe hypoxia ultimately

diminishes TIL effector functions. Indeed, respiratory supple-

mentation of oxygen or treatment with metformin decreased in-

tratumoral hypoxia and relieved several immunosuppressive

features in the tumor microenvironment; the latter also served

as an adjunct therapy that enhanced the antitumor effects of

PD-1 blockade (Hatfield et al., 2015; Scharping et al., 2017).

These findings suggest that remodeling the hypoxic tone in

tumors may be an essential component to developing more effi-

cacious forms of immunotherapy for patients.

Nutrient Alterations and Competition within the Tumor

Microenvironment

Apart from hypoxia, the competition for nutrients and metabo-

lites between tumor cells and infiltrating immune cells can

be fierce, consequently influencing signal transduction, gene

expression, and the metabolic activities of these neighboring

cells. For example, tumor cells manipulate surrounding adipo-

cytes to increase lipolysis to whet their appetite for fatty acids

(Nieman et al., 2011). Cancer-associated fibroblasts degrade

tryptophan that not only starves immune cells in the local envi-

ronment of an essential amino acid, but also leads to the produc-

tion of the immunosuppressivemetabolite kynurenine (Hsu et al.,

2016). Moreover, glucose is a critical substrate for the antitumor

functions of effector T cells and M1 macrophages, which both

require engagement of aerobic glycolysis for their activation

and full effector functions (Buck et al., 2015; O’Neill and Pearce,

2016). Augmented aerobic glycolysis in cancer cells and endo-

thelial cells places immune cells and their neighbors at odds

(Figure 1). Glucose deprivation represses Ca2+ signaling, IFN-g

production, cytotoxicity, and motility in T cells and pro-inflam-

matory functions in macrophages (Cham et al., 2008; Chang

et al., 2013, 2015; Macintyre et al., 2014). Several recent studies

have demonstrated that the glycolytic activities of cancer cells

may restrict glucose utilization by TILs, thereby impairing anti-

tumor immunity (Chang et al., 2015; Ho et al., 2015; Zhao

et al., 2016). Increasing glycolysis rates of tumor cells through

overexpression of the glycolysis enzyme hexokinase 2 (HK2)

suppressed glucose-uptake and IFN-g production in TILs and

created more immunoevasive tumors (Chang et al., 2015; Ho

et al., 2015). Zhao et al. (2016) found that glucose restriction

imposed by ovarian cancer leaves microRNA repression of the

methyltransferase EZH2 intact in CD8 T cells, reducing their sur-

vival and functional capacity. Thus, tumor cells can selfishly

coerce or outcompete neighboring cells for glucose to supply

their own metabolic demands in a manner that simultaneously

suppresses immune defenses.

Amino acid deprivation in the tumor microenvironment serves

as another metabolic checkpoint regulating antitumor immunity.
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Glutaminolysis in tumor cells is critical to replenish metabolites

through anaplerotic reactions, which could result in competition

for glutamine between tumor cells and TILs (Jin et al., 2016;

Pérez-Escuredo et al., 2016). Glutamine controls mTOR activa-

tion in T cells and macrophages and is also a key substrate for

protein O-GlcNAcylation and synthesis of S-2HG that regulate

effector T cell function and differentiation (Sinclair et al., 2013;

Swamy et al., 2016; Tyrakis et al., 2016). TAMs, MDSCs, and tol-

erizing dendritic cells (DCs) can suppress TILs through expres-

sion of essential amino acid (EAA)-degrading enzymes such as

Arg1 and indoleamine-2,3-dioxygenase (IDO) (Figure 1) (Lee

et al., 2002;Munn et al., 2002; Rodriguez et al., 2004; Uyttenhove

et al., 2003). Indeed, inhibitors of Arg1 and IDO are under inves-

tigation as therapeutic targets in clinical trials (Adams et al.,

2015). Several recent studies have highlighted the critical roles

of other amino acids such as arginine, serine, and glycine in

driving T cell expansion and antitumor activity, but how the avail-

ability of these fluctuate within the tumor microenvironment is

not clear (Geiger et al., 2016; Ma et al., 2017). Currently, a knowl-

edge gap exists on how the availability of various nutrients and

metabolites vary across tumor types, genotypes, or even

spatially within tumors to affect antitumor immune responses.

Bioactive lipids, modified lipoproteins, and cholesterol meta-

bolism within the tumor are also important mediators of immune

cell function. Like macrophages in atherosclerotic plaques, DCs

in the tumor can accumulate oxidized lipoproteins through scav-

enger receptor-mediated internalization and formation of lipid

droplets, which can ultimately impair their ability to cross-pre-

sent tumor antigens and activate T cells (Cubillos-Ruiz et al.,

2015; Ramakrishnan et al., 2014). Expression of lectin-type

oxidized LDL receptor 1 (LOX-1) selectively marks MDSCs and

oxidized lipid uptake and lipoprotein metabolism contributes to

their T cell suppressive functions (Condamine et al., 2016). In

addition, blocking cholesterol esterification in TILs by targeting

ACAT1 pharmacologically or genetically increases intracellular

levels of cholesterol and confers superior T cell responses in a

model of melanoma (Yang et al., 2016). It is possible that as

immune cells adapt to different tumor microenvironments and

the limited availability of ‘‘immune stimulatory’’ nutrients, they

become more dependent on alternative fuel sources (such as

fats or lactate) that are less conducive to supporting antitumor

effector functions. In summary, more elaborate knowledge of

these forms of metabolic cross talk or competition between cells

within tumors is needed before one can begin to think about how

to manipulate these relationships in a manner that alters tumor

progression.

Metabolic Exhaustion in TILs and Checkpoint Blockade

As TILs adapt to the tumormicroenvironment, they progressively

lose their ability to respond to T cell receptor (TCR) stimuli, pro-

duce effector cytokines, and proliferate—a process termed

functional exhaustion or hyporesponsiveness. This is in part

due to the upregulation of several inhibitory receptors like

PD-1, LAG3, TIGIT, and CTLA-4 that desensitize T cells to tumor

antigens (Wherry and Kurachi, 2015) (Figure 1). PD-1, its ligand

PD-L1, and CTLA-4 are important checkpoints for T cells in

tumors and the targets of a new and powerful class of cancer

treatments that elicit effective and durable responses in patients

across multiple cancer types (Ribas, 2015). Interestingly, both

chronic exposure to antigen or environmental triggers such as

glucose deprivation can upregulate PD-1 (Chang et al., 2013;

Wherry and Kurachi, 2015). PD-1 not only suppresses TCR,

PI3K, andmTOR signaling in T cells, but also dampens glycolysis

and promotes fatty acid oxidation (FAO)—features that may

enhance the accumulation of suppressive regulatory CD4 T

(Treg) cells in tumors (Bengsch et al., 2016; Parry et al., 2005;

Patsoukis et al., 2015). Indeed, blockade of PD-1 re-energizes

anabolic metabolism and glycolysis in exhausted T cells in an

mTORC1-dependent manner (Chang et al., 2015; Staron et al.,

2014). This breathes caution into the types of drug combinations

onemay consider with a-PD-1:PD-L1 blockade or other forms of

immunotherapy. Metabolic interventions, such as the use of

mTOR inhibitors, must be targeted specifically to avoid unin-

tended compromises of immune cell function. The PD-1:PD-L1

axis may also directly affect the metabolic activity of tumor cells

(Figure 1). It was shown that PD-L1 expression correlated with

the rates of glycolysis and the expression of glycolytic enzymes

in those cells (Chang et al., 2015). Furthermore, checkpoint

blockade antibodies including a-PD-L1 led to an increase in

extracellular glucose in tumors in vivo that likely contributed to

the improved TIL function and subsequent tumor regression

observed. On this note, tumor cell-intrinsic PD-1 expression

may counterintuitively increase intrinsic mTOR signaling and

tumor growth (Kleffel et al., 2015). Collectively, these findings

suggest there may be broader role of the PD-1:PD-L1 axis in

cellular metabolism that extends beyond T cells.

Balancing Metabolism and Designing Effective

Immunotherapies

Improving the proportion of patients that respond to immuno-

therapy is an intense area of study, ranging from the search for

biomarkers of response, target discovery, to testing new combi-

nation therapies. Likely, the most effective therapies will coordi-

nately target co-inhibitory receptor-to-ligand interactions and

restore a T cells’ ability to utilize metabolic substrates necessary

to sustain their effector functions. Although not discussed at

length here, other factors impinging on immune cell metabolism

that one should consider in designing anticancer immunother-

apies are the accessibility of growth factor cytokines that modu-

late nutrient transporter expression on immune cells and the fact

that immune cells migrate into tumors to exert their effector func-

tions, a metabolically demanding process. When cells move,

their intracellular architecture, controlled in part by the actin

cytoskeleton, is continuously remodeled. In an elegant dissec-

tion of PI3K-dependent growth factor signaling in epithelial cells,

Hu et al. (2016) found cytoskeletal dynamics and glycolysis to be

uniquely intertwined. The authors showed that addition of

growth factors or insulin activated Rac downstream of PI3K,

causing a disruption of the actin cytoskeleton. Loss of this struc-

tural integrity released bound aldolase from filamentous F-actin,

increasing its catalytic activity. Chemical and genetic inhibition

of PI3K, Rac, or actin dynamics modulated glycolysis via mobi-

lization of aldolase (Figure 2). It will be interesting in future studies

to explore how other glycolytic enzymes or even the mitochon-

dria in immune cells restructure their metabolic activity through

changes in cytoskeletal morphology in response to growth factor

or pathogen-derived signals and whether this regulatory circuit

can be therapeutically targeted, especially because directed
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cellular migration is such an integral feature of how the dissem-

inated immune system can focus its attention on points of infec-

tion or damage.

Additionally, manipulating metabolic enzyme expression to

help T cells adapt to metabolic perturbations in the tumor micro-

environment may be another viable strategy to improve anti-

tumor immunity (Clever et al., 2016; Doedens et al., 2013;

Ho et al., 2015; Scharping et al., 2016), especially for adoptive

cell therapy, a personalized form of cancer treatment that

allows for the manipulation and expansion of a patient’s anti-

tumor T cells prior to re-infusion. Seemingly paradoxical is the

observation that dampening effector T cell differentiation by im-

pairing glycolysis and boosting mitochondrial FAO and oxidative

phosphorylation (OXPHOS), metabolic pathways that favor the

Figure 2. Recent Highlights in the Restructuring of Intracellular Architecture and Metabolism
Immune cell function is a product of their metabolic state. Growth factor signaling, actin rearrangement, and glucose metabolism are closely intertwined. Actin-
bound aldolase can be freed from the cytoskeleton downstream of growth factor signaling to mediate glycolysis. Engagement of this pathway is central to the
activation and downstream effector functions of DCs,M1macrophages, and T cells. T cells can dynamically restructure their mitochondria through processes like
mitochondrial fission and fusion to signal changes in metabolism and to promote their long-term survival in the transition to memory cells.
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formation of resting memory T cell populations, potentiates

effector T cell survival and functional capacity against tumors

used in adoptive cell therapy (Buck et al., 2016; Sukumar et al.,

2013). On the one hand, the engagement of aerobic glycolysis

by activated T cells generates by-products of intermediarymeta-

bolism that supply substrates used to build biomass and fuel

proliferation, provides an avenue for cells to support the equilib-

rium of reducing and oxidizing equivalents used to release en-

ergy, such as NAD+/NADH, and regulates the efficient produc-

tion of effector cytokines critical for tumor regression (Buck

et al., 2015; Chang et al., 2015; Pearce et al., 2013). Activation

initiated by TCR ligation and binding with costimulatory mole-

cules also augments OXPHOS in T cells (Chang et al., 2013;

Sena et al., 2013). Mitochondria undergo biogenesis and take

on a grossly punctate and dispersed morphology with expanded

cristae junctions (Buck et al., 2016; Ron-Harel et al., 2016)

(Figure 2). During this process, the mitochondrial proteome re-

models itself to increase mitochondrial one-carbon metabolism.

Knockdown of SHMT2, the first enzyme in this pathway, impairs

CD4 T cell survival and proliferation in vivo (Ron-Harel et al.,

2016). The generation of mitochondrial-derived ROS is also crit-

ical for the activation and expansion of antigen-specific T cells

(Sena et al., 2013). As previously discussed, TILs that cannot

sustain mitochondrial function have compromised functionality

within the tumor microenvironment, and rescuing mitochon-

drial biogenesis in effector T cells improves antitumor immunity

(Bengsch et al., 2016; Scharping et al., 2016).

However, on the other hand, dampening regulators of glyco-

lytic metabolism, such as mTOR or c-Myc, and increasing mito-

chondrial FAO-dependent OXPHOS favors the formation of

long-lived memory T cells (Araki et al., 2009; Cui et al., 2015;

O’Sullivan et al., 2014; Pearce et al., 2009; Pollizzi et al., 2016;

van der Windt et al., 2012; Verbist et al., 2016) (Figure 2). More

recent evidence postulates that while oxidative metabolism

and FAO characterizes the generation of long-lived stable central

memory T cells (Cui et al., 2015; O’Sullivan et al., 2014; Pearce

et al., 2009; van der Windt et al., 2012), augmenting glycolysis

genetically via VHL deletion favors the formation of effector

memory T cells instead, which have low levels of TCF-1, a tran-

scription factor that is expressed in stable populations of central

memory T cells capable of self-renewal (Phan et al., 2016; Zhou

et al., 2010). It was also recently shown that activated lympho-

cytes unequally eliminate aged mitochondria in sibling cells,

and this process can determine differentiation versus self-

renewal (Adams et al., 2016). Maintenance of mitochondria in

some cells was linked to anabolism, PI3K/mTOR activation,

glycolysis, and inhibited autophagy while mitochondrial clear-

ance in others was associatedwith catabolism, FoxO1 transcrip-

tion factor activity, and self-renewal. Thus, mitochondrial main-

tenance can drive differentiation over self-renewal, illustrating

how these organelles lie at the center of cell fate decisions.

In addition to mitochondrial stasis versus clearance, memory

T cells also have distinct mitochondrial morphology from effector

T cells. Effector T cells have more ‘‘fissed’’ mitochondria

whereas memory T cells have more ‘‘fused’’ mitochondrial net-

works with tight cristae suggesting a requirement for mitochon-

drial fusion in memory T cell metabolism and homeostasis.

Consistent with this observation, antigen-specific T cells lacking

the inner mitochondrial membrane fusion protein Opa1 fail to

generate memory T cells after bacterial infection and have

impaired survival in vitro (Buck et al., 2016). The activation,

proliferation, and function of Opa1-deficient effector T cells,

however, remain intact. Opa1�/� T cells have augmented

rates of glycolysis and possess mitochondria with diminished

OXPHOS efficiency and malformed cristae compared to con-

trols. It was shown that in quiescent T cells, such as naive and

memory T cells, mitochondrial fusion ensured tight cristae asso-

ciations that allowed for efficient electron transport chain (ETC)

function (Figure 2). Tight cristae result in dense packing of ETC

complexes, which have been found to associate in specialized

configurations termed respiratory supercomplexes or respira-

somes. Supercomplexes facilitate efficient transfer of electrons

and minimize proton leak during ATP production (Cogliati

et al., 2013). CD8 T cells express high levels of methylation-

controlled J protein (MCJ), a member of the DnaJ family of chap-

erones (Champagne et al., 2016). MCJ localizes to the inner

membrane of mitochondria and associates with complex I of

the ETC. By doing so, it negatively regulates the assembly of

complex I into supercomplexes. MCJ deficiency was found to

enhance naive and activated CD8 T cell OXPHOS and a unique

attribute was its role in the secretion, but not the translation, of

effector cytokines. Increased respiration efficiency improved

the survival of MCJ�/� effector T cells, which also induced supe-

rior protective immunity against viral challenge.

Repurposing the knowledge gained from such studies, boost-

ing oxidative capacity and efficiency through enforcement of

mitochondrial fusion or dampening glycolysis with 2-DG, ex-

tends the survival and antitumor function of CD8 T cells in

models of adoptive cell therapy (Buck et al., 2016; Sukumar

et al., 2013). Although aerobic glycolysis initiates and sustains

effector functions of activated T cells, augmenting metabolic

pathways that support long-lived memory T cells improves

T cell responses against tumors, demonstrating a need to strike

a balance between these processes, seemingly trading off

heightened activation and effector functions of TILs with their

sustained functionality and increased survival in the tumor

microenvironment. Indeed, modification of the signaling do-

mains within chimeric antigen receptor T cells, used in an alter-

native form of adoptive cell therapy, with 4-1BB augments mito-

chondrial biogenesis and oxidative metabolism, enhancing their

persistence (Kawalekar et al., 2016). As our capability to selec-

tively reprogram T cell metabolism and reinvigorate tumor-spe-

cific T cells improves, there is much promise to provide greater

therapeutic benefits to more patients, especially to those with

previously incurable cancers.

The Gut Environment
While the tumor microenvironment is often depicted as nutrient

restrictive, the mammalian gastrointestinal tract represents a

metabolically rich and diverse tissue system. Its primary function

is to digest and absorb nutrients with the aid of microbial species

contained within the lumen. A single layer of epithelial cells is all

that separates these commensal microbes from the rest of the

body. The majority of intestinal epithelial cells (IECs) are absorp-

tive enterocytes that digest and transfer nutrients, however,

additional specialized epithelial lineages exist with a diverse
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array of functions. For example, goblet and Paneth cells secrete

mucins and antimicrobial peptides that fortify the barrier against

potentially pathogenic microbes, microfold (M) and goblet cells

assist in the transferring of luminal antigens across the epithelial

barrier for sampling bymucosal DCs, and Tuft cells are important

for sensing and responding to protozoa and helminths. Together

with intestinal resident immune cells including innate lymphoid

cells (ILCs), intraepithelial lymphocytes (IELs), helper T cells

and B cells, a balancing act between barrier protection and

microbial tolerance with surveillance and inflammation is main-

tained (Figure 3). While the relationship between gut commensal

microbes and immune cell development and function, and also

how IECs interface with immune system regulation, has recently

been reviewed (Kurashima and Kiyono, 2017), we examine the

unique constraints that this environment presents on cellular

immunometabolism.

While IECs control the intake of nutrients from the luminal envi-

ronment of the gut, a recent study provides evidence that the

way they are structured and uniquely placed controls their meta-

bolic activity and function (Kaiko et al., 2016). The layer of

epithelia in the small intestine are organized into crypts and villi,

which form invaginations that serve to optimize surface area

whereby nutrients can be absorbed. At the base of the colonic

crypt lie epithelial stem/progenitor cells that differentiate into

specialized IECs as they migrate up the crypt-villus axis until

they are eventually lost from the epithelial layer. This process

of self-renewal from the crypt is continuous and therefore is a

site of active proliferation (Kurashima and Kiyono, 2017). Kaiko

et al. (2016) screened microbiota-derived products for their

impact on intestinal epithelial progenitors and identified the short

chain fatty acid (SCFA) butyrate as a potent inhibitor of intestinal

stem cell proliferation at physiologic concentrations present

within the lumen. They further found that differentiated colono-

cytes located at the forefront of the villi metabolized butyrate

to fuel OXPHOS, thereby limiting its access to underlying pro-

genitor cells, which do not readily utilize this substrate. Either

removal of the ability to metabolize butyrate via deletion of

acyl-CoA dehydrogenase or increased abundance of butyrate

prevented the rapid regeneration of epithelial tissue after gut

injury. Thus, a combination of physical separation in the crypt

and fermentation of butyrate by mature colonocytes protects

the proliferating progenitor pool of IECs (Figure 3).

B and T Follicular Helper Cell Metabolism

Another unique structural feature of the gut are the Peyer’s

patches, aggregates of gut-associated lymphoid tissue (Reboldi

and Cyster, 2016). Found in the small intestine, they represent a

specialized lymphoid compartment continuously exposed to

food- and microbiome-derived antigens. Due to this exposure,

Peyer’s patches are rich in germinal centers (GCs), which are

comprised of B, T, stromal, and follicular DCs. B cells segregate

into zones where they undergo cycles of proliferation and differ-

entiation and compete for signals directing class switch recom-

bination (CSR) and survival from T follicular helper (Tfh) cells,

allowing further maturation of the antibody repertoire.

Although the literature on B and Tfh cell metabolism is still

developing, it has been shown that B cell activation induced by

either a-IgM ligation or lipopolysaccharide (LPS) increases

Glut1 expression and glucose uptake downstream of PI3K and

mTOR signaling (Caro-Maldonado et al., 2014; Doughty et al.,

2006; Jellusova and Rickert, 2016; Lee et al., 2013; Woodland

et al., 2008). Glycolysis and OXPHOS are augmented as well

as mitochondrial mass (Caro-Maldonado et al., 2014; Doughty

et al., 2006; Dufort et al., 2007). Increased glucose acquisition

also fuels de novo lipogenesis necessary for B cell proliferation

and growth of intracellular membranes. Inhibition of the fatty

acid synthesis (FAS) enzyme ATP-citrate lyase in splenic B cells

results in reduced expansion and expression of plasma cell dif-

ferentiation markers (Dufort et al., 2014). Although apoptosis

inducing factor (AIF) is required for T cell survival via ETC com-

plex I function and respiration, AIF deficiency in B cells has no

impact on their development or survival because of their reliance

on glucose metabolism (Milasta et al., 2016). B cells cultured in

galactose fail to expand unlike T cells, which can activate and

proliferate in the presence of either galactose or glucose (Chang

et al., 2013; Milasta et al., 2016). Glycogen synthase 3, which

promotes the quiescence and survival of circulating naive B

cells, tempers increases in glycolytic metabolism downstream

of CD40 costimulatory receptor signaling and sustains the sur-

vival of B cells subjected to glucose restriction (Jellusova et al.,

2017). On the other hand, the transition to durable humoral im-

munity by long-lived plasma cells (LLPCs) was shown to be

dependent on mitochondrial pyruvate import and metabolism

(Figure 3). Glucose supports antibody glycosylation, but LLPCs

acquire more glucose than their short-lived counterparts and

their long-term survival is dependent on their ability to siphon

glucose-derived pyruvate into the mitochondria during times of

metabolic stress (Lam et al., 2016).

It is interesting to speculate that with the constant proliferation

of GCBcells in the gut and the importance of glucose and glycol-

ysis in activated plasma cells, access to glucose would become

limiting for other cells that occupy this microniche. A few studies

suggest that Tfh cells have evolved to be uniquely suited to sur-

vive under these constraints. It has been shown that Tfh cells

have less mTORC1 activation and reduced glycolysis compared

to Th1 cells (Ray et al., 2015). In part, this may be due to expres-

sion of their lineage defining transcription factor Bcl6, which can

suppress glycolysis potentiated by c-Myc and HIF-1a (Johnston

et al., 2009; Nurieva et al., 2009; Oestreich et al., 2014). Consis-

tent with this, overexpression of Bcl6 reduces glycolysis in

T cells, and inhibition ofmTORusing shRNA favors Tfh cell devel-

opment over Th1 cells in vivo after viral infection (Ray et al., 2015)

(Figure 3). However, a more recent study using mice with condi-

tional deletions of mTORC1 andmTORC2 via OX40 and CD4 cre

recombinase observed a requirement of mTOR signaling in Tfh

cell development and GC formation within Peyer’s patches

(Zeng et al., 2016). The former applied retroviral mTOR shRNA,

which requires T cells be fully activated prior to knockdown,while

thismore recent report usedmicewheremTORwas excised dur-

ing Tcell development or at themoment of T cell activation,which

may explain the disparity between the studies.

In addition to possibly limiting quantities of glucose substrate

within GCs, these microniches contain areas of hypoxia, result-

ing in HIF-1a activation (Abbott et al., 2016; Cho et al., 2016).

B cells placed under hypoxic conditions had reduced activa-

tion-induced deaminase expression and subsequently under-

went less CSR to the pro-inflammatory IgG2c isotype when
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Figure 3. Model of Metabolic Relationships in the Gastrointestinal Tract
The gut serves as a direct interface with the outside world and the foods we consume. A single epithelial cell layer separates the contents of the intestinal lumen
from the lamina propria where DCs,macrophages, ILCs, and T cells reside. Peyer’s patches are interspersed along the epithelium, which in addition to supporting
sampling of luminal antigens by DCs and M cells, house germinal centers that maturate IgA-secreting B cells with Tfh cell help. B cells augment glycolysis upon
activation and depend on pyruvate import viaMpc2 for longevity as long-lived plasma cells (LLPCs). Plasma cell hunger for glucosemay restrict this nutrient from
Tfh cells, however, Tfh cells downregulate glycolysis in response to expression of their lineage defining transcription factor Bcl6. In addition, GCs contain areas
of hypoxia that impinge on B cell function like class switch recombination (CSR). Commensal bacteria produce metabolites such as short chain fatty acids
(SCFAs) from the fermentation of dietary fiber, which influence B cell metabolism and promote IgA secretion. The presence of SCFAs and vitamins support
maintenance of barrier function by promoting the development and survival of Tregs and ILCs, respectively. Homeostatic signals secreted by gut resident
immune cells (e.g., IL-10) may also modulate metabolism and therefore control their activation state.
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cultured in conditions that promote IgG production (Cho et al.,

2016). In contrast, B cells cultured in IgA-promoting conditions

during hypoxia were unaffected, yielding comparable levels of

IgA to cells kept at normoxia and highlighting how lymphocyte

function may be fine-tuned to varying oxygen tension in tissues

(Figure 3). B cells isolated from mice with constitutive activation

of HIF-1a by deletion of its suppressor VHL had defects in IgG2c

production, which was attributed to diminishedmTORC1 activa-

tion. B cells from Raptor-deficient heterozygotes also yielded

fewer IgG antibodies (Cho et al., 2016). A separate study found

that the mTOR inhibitor rapamycin dampens CSR, yielding the

formation of lower affinity, more cross-reactive B cell antibodies,

which offered broad protection against heterosubtypic flu infec-

tion (Keating et al., 2013). Both mTORC1 and HIF-1a promote

aerobic glycolysis (O’Neill et al., 2016). However, the metabolic

activities of the cells cultured under different isotype conditions

while under hypoxia were not explored. A separate study exam-

ining mitochondrial function, and specifically mitochondrial

ROS, found that B cells with augmented mitochondrial mass,

respiration, and ROS stratified cells that underwent CSRmarked

by IgG1 expression apart from CD138+ plasma cells (Jang et al.,

2015). The differences seen in mitochondrial function between

the B cell populations were in part due to differential regulation

of heme synthesis by mitochondrial ROS, however, how the

mitochondria affects CSR to other isotypes was not assessed.

Cytokines initiate CSR to distinct isotypes and signals derived

from these growth factors might be responsible for the differ-

ences in metabolic signaling and suggest varying requirements

to initiate metabolic programs and CSR in B cells. Secretion of

IgA predominates the gut and is critical to maintaining barrier

protection and bacterial homeostasis (Kurashima and Kiyono,

2017). The apparent stability of CSR to the IgA isotype under

hypoxia and impaired pro-inflammatory IgG2c subtype might

have evolved to ensure tolerance with the microbiome, while

concurrently providing a stringent method of selection of anti-

bodies produced during inflammatory responses to pathogen-

derived antigens.

Nutrients and Immune Signals in the Gut

The metabolic relationship between commensals and immune

cells in the gut is further illustrated by the finding that

SCFAs derived from the fermentation of dietary fiber by gut mi-

crobiota promote B cell metabolism and boost antibody re-

sponses in both mouse and human B cells (Kim et al., 2016).

Supplementation with dietary fiber or the SCFAs acetate, propi-

onate, and butyrate increases intestinal IgA production, as well

as systemic IgG during infection (Figure 3). Culturing B cells

with SCFAs was shown to raise acetyl-CoA levels and increase

mitochondrial mass, lipid content, and FAS leading to increased

plasma cell differentiation and metabolic activity (Kim et al.,

2016). Part of this phenotype could be attributed to histone

deacetylase (HDAC) inhibition, an established effect of SCFA

supplementation.

In addition to their effects on B cells, SCFAs can promote the

development and function of colonic Treg cells via induction of

Foxp3 in a HDAC-dependent manner (Arpaia et al., 2013; Furu-

sawa et al., 2013; Smith et al., 2013) (Figure 3). Treg cells are

critical to maintaining commensal tolerance by the immune sys-

tem through suppression of aberrant T cell responses. Unlike

other activated T helper subsets, Treg cells have been described

to primarily rely on OXPHOS driven by FAO (Newton et al., 2016).

However, signals downstream of TLR ligation can augment

glycolysis and proliferation of Treg cells and reduce their ability

to suppress T cell responses (Gerriets et al., 2016). Retroviral en-

forced expression of Foxp3 promotes OXPHOS and dampens

glucose uptake and glycolysis, whereas Treg cells transduced

with Glut1 decreased Foxp3 expression after adoptive transfer

in vivo and fail to suppress T cell-mediated colitis in a model

of inflammatory bowel disease. These findings suggest that

during inflammation and microbial infection, Treg cells may

temporarily lose their regulatory function to give way to robust

T cell responses and participate as more conventional effector

helper T cells. Increases in NaCl either from supplementation

in vitro or diet in vivo inhibit the suppressive function of human

Treg cells via serum/glucocorticoid-regulated kinase 1 (SGK1),

which integrates signals from PI3K and mTORC2 to regulate

sodium-controlled signal transduction (Hernandez et al., 2015).

However, a study of human Treg cells found that the glycolytic

enzyme enolase-1 was required for their suppressive activity

through its control of Foxp3-E2 splice variants (De Rosa et al.,

2015). Depending on environmental cues and metabolites, it

appears that Treg cell metabolism can be modulated, affecting

their function.

As discussed, increases in SCFAs either fromdiet, infection, or

exogenous treatment impinge on metabolic processes including

HDAC activation (Rooks and Garrett, 2016). A recent study sug-

gests that activation of the HDAC sirtuin 1 (SIRT1) negatively im-

pacts Th9 cell differentiation (Wang et al., 2016b). The exposure

of CD4 T cells to distinct cytokine cocktails differentiates them

into separate helper lineages. However, perturbing metabolism

also modulates CD4 T cell fate. A yin and yang relationship be-

tween Th17 and Treg cell differentiation has been established.

Th17 cells are particularly glycolytic and depend on engagement

of this pathway downstream of mTOR and HIF-1a activation.

Dampening glycolysis through deletion of HIF-1a or with the in-

hibitor 2-DG in T cells impairs Th17 development and instead

promotes Treg cells, even under Th17-inducing culture condi-

tions (Dang et al., 2011; Shi et al., 2011). Suppression of mTOR

with rapamycin or genetic ablation also augments production

of Treg cells (Delgoffe et al., 2009; Kopf et al., 2007), and phar-

macological inhibition of de novo fatty acid synthesis prevents

Th17 differentiation and instead enforces a Treg cell phenotype

(Berod et al., 2014).

Although themetabolic characteristics of other CD4 T cell sub-

sets have been compared (Michalek et al., 2011), little was

known about Th9 cell metabolism. Th9 cells are characterized

by their ability to produce IL-9 and can be generated from naive

cells in culture using the cytokines transforming growth factor b

(TGF-b) and IL-4. They are implicated in autoimmunity, mela-

noma, and worm infections (Kaplan et al., 2015). Wang et al.

(2016b) found that Th9 cells are highly glycolytic, in part from

their active suppression of SIRT1 expression via the kinase

TAK1. SIRT1 was previously shown to negatively control HIF-

1a as well as mTOR (Lim et al., 2010; Liu et al., 2014). In line

with this, Th9 cell development was augmented in SIRT1-defi-

cient T cells whereas retroviral enforced expression of SIRT1

or dampening of aerobic glycolysis by chemical or genetic
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means impaired Th9 cell differentiation (Wang et al., 2016b). Th9,

Th17, and Treg cells all share the cytokine TGF-b for their devel-

opment but then depend on additional cytokine signals for their

eventual fates. Given their divergent metabolic phenotypes, as

well as HDAC requirements, it would be interesting to explore

further whether variances in intracellular levels of SCFA metabo-

lites, for example, might couple with environment signals to influ-

ence their eventual metabolic and developmental pathway.

Apart from its effect on CD4 T cells, the SCFA acetate also

has been shown to affect secondary recall responses from

CD8 memory T cells (Balmer et al., 2016). Germ-free mice re-

constituted with commensal microbes, or oral or systemic

infection with bacterial species, elevated serum acetate con-

centrations. Memory T cells generated in vitro or in vivo

cultured with acetate levels observed during these infections

secreted more IFN-g and augmented glycolysis after restimula-

tion. Acetate can be quickly converted into acetyl-CoA, which

can condense with oxaloacetate into citrate in the mitochondria

to fuel the TCA cycle and OXPHOS, can be used as a substrate

for FAS, or participate in post translational modification (PTM)

of proteins including histones (Pearce et al., 2013). Balmer

et al. (2016) mechanistically tied their results to lysine acetyla-

tion of the glycolytic enzyme glyceraldehyde 3-phosphate de-

hydrogenase (GAPDH). GAPDH activity has been shown to

regulate T cell production of IFN-g (Chang et al., 2013; Gubser

et al., 2013). Although the study demonstrated that the enzy-

matic activity of GAPDH was altered by acetylation of K217,

whether this PTM was critical to acetate-dependent increases

in IFN-g protein was not explored. In a separate report, CD4

T cells deficient in LDHA expression had defects in IFN-g pro-

duction, which stemmed from widespread lack of acetylation of

the Ifng locus (Peng et al., 2016). LDHA is the critical enzyme

that defines aerobic glycolysis, converting pyruvate to lactate.

Culturing cells in galactose impairs aerobic glycolysis, as

galactose enters glycolysis at a significantly lower rate than

glucose via the Leloir pathway (Bustamante and Pedersen,

1977), a result confirmed by tracing galactose metabolism in

T cells (Chang et al., 2013). Reducing GADPH engagement

from glycolysis in this fashion permits moonlighting function

by this abundantly expressed protein. It was shown that

GAPDH binds to the 30UTR of AU-rich containing cytokine

mRNAs, preventing their efficient translation (Chang et al.,

2013). Peng et al. (2016) argue against GAPDH posttranscrip-

tional control of T cell function during aerobic glycolysis defi-

ciency via LDHA deletion because modification of the 30UTR
of Ifng did not rescue defects in cytokine production in their

system. However, as Peng et al. (2016) demonstrated, LDHA-

deficient cells have defects in Ifng mRNA production, whereas

cells forced to respire in galactose remain transcriptionally

competent for Ifng as those cultured in glucose. Supplementa-

tion with the SCFA acetate rescued their epigenetic defect

and cytokine production. These studies show that aerobic

glycolysis regulates both transcriptional and translational func-

tions in T cells.

While products generated from the microbiome can modulate

the metabolism of immune cells and shift the balance between

tolerance and inflammation, there are hints that immune-driven

signals central to gut homeostasis may also mediate their effects

through metabolic modulation. One such example is the pleo-

tropic anti-inflammatory cytokine IL-10. Most hematopoietic

cells produce and sense IL-10 and its importance for maintaining

tolerance with the intestinal microbiota is clearly evident from

observations that IL-10- or IL-10R-deficient mice develop spon-

taneous colitis (Kühn et al., 1993; Spencer et al., 1998). IL-10R

deficiency in macrophages is also sufficient to recapitulate onset

of severe colitis in mice (Shouval et al., 2014; Zigmond et al.,

2014). Further, mice with a myeloid cell-specific deficiency in

STAT3, which is activated downstream of the IL-10R by JAK1,

develop chronic enterocolitis as they age (Takeda et al., 1999).

In experiments that shed light on the importance of aerobic

glycolysis engagement in DC activation, it was found that treat-

ment of DCs with recombinant IL-10 blocked increases in their

glycolytic rate after LPS stimulation (Krawczyk et al., 2010). Cells

subjected to IL-10R blockade further upregulated glycolysis af-

ter activation compared to controls. It is tempting to speculate

that one of the ways IL-10 might be anti-inflammatory is through

inhibition of metabolic reprogramming to aerobic glycolysis dur-

ing innate immune cell activation (Figure 3). Coincidentally,

STAT3 was found to localize to mitochondria and interact with

ETC complexes, which helped maintain efficient OXPHOS in

the heart (Wegrzyn et al., 2009). Whether traditional cell surface

cytokine-receptor signaling could modulate levels of mitochon-

drial STAT3was not explored. Of interest, CD8 T cells with a con-

ditional deletion of the IL-10R fail to formmemory T cells (Laidlaw

et al., 2015), which depend on FAO-driven OXPHOS for their

generation after infection (Cui et al., 2015; Pearce et al., 2009;

van der Windt et al., 2012).

The gut is one example of a tissue that presents distinct meta-

bolic challenges for immune cells, which affect their steady state

and protective versus inflammatory responses. Other examples,

such as skin, provide the potential for commensal organisms to

metabolically affect immune cell function, a topic reviewed else-

where (Hand et al., 2016). The intestinal tract is constantly sub-

jected to fluctuations in diet and sometimes the intake of invasive

pathogens can also deprive metabolic substrates from immune

cells. The bacterium Salmonella typhimurium produces a puta-

tive type II asparaginase that depletes available asparagine

needed for metabolic reprogramming of activated T cells via

c-Myc and mTOR (Torres et al., 2016). The use of asparaginase

for acute lymphoblastic leukemia treatment highlights the poten-

tial for the depletion of extracellular arginine to significantly affect

cellular function (DeBerardinis and Chandel, 2016). Lack of die-

tary vitamin B1 decreases the number of naive B cells in Peyer’s

patches due to their dependence on this TCA cycle cofactor,

while leaving IgA+ plasma cells intact in the lamina propria (Kuni-

sawa et al., 2015). Although ILC metabolism has only recently

been explored (Monticelli et al., 2016; Wilhelm et al., 2016), it

was found that in settings of vitamin A deficiency, type 2 ILCs

sustain their function via increased acquisition and utilization of

fatty acids for FAO (Wilhelm et al., 2016) (Figure 3). The internal

balance between polyunsaturated fats and saturated fatty acids

can also determine the pathogenicity of Th17 cells; cells that help

maintain mucosal barrier immunity and contribute to pathogen

clearance (Wang et al., 2015). Long chain fatty acids (LCFA) pro-

mote Th1 and Th17 cell polarization andmice fedwith LCFA have

exacerbated T cell-mediated autoimmune responses, whereas

Cell 169, May 4, 2017 579



mice fed with SCFA are protected (Haghikia et al., 2015). If the

internal lipidome of Th17 cells can alter their functional state

from protective to inflammatory as does their access to LCFA

versus SCFA in the small intestine, it raises the question of how

other tissue systemswith a rich diversity of fat deposits and cells,

such as the adipose tissue, modulate the metabolism and func-

tion of resident immune cells. Indeed, a recent study has found

that the survival and function of residentmemory T cells depends

on exogenous lipid uptake and metabolism mediated by fatty

acid binding proteins 4 and 5 (Pan et al., 2017).

Organismal Metabolism and Immune Cell Function
Thus far, we have examined the effects of distinct niches in

which immune cells come to inhabit that mold their metabolic

and functional fates. The tumor microenvironment represents

one instance of a pathophysiological situation that immune cells

may encounter, whereas the gastrointestinal tract is an example

of a physiological tissue system that immune cells come to

occupy (Figure 4). During acute or chronic inflammation induced

by infection, diet, cancer, or injury, a feed forward loop may

exist where effector molecules, released from immune cells re-

sponding to these various localized insults to homeostasis,

also modulate systemic metabolism, and these changes to

organismal metabolism then feed back onto the metabolism

of immune cells, altering their subsequent function. Much

has been done in the last decades in the regard to associations

Figure 4. Tying Organismal Metabolism to

Cellular Metabolism and Immunity
Throughout the course of life, organisms are
exposed to a variety of factors that influence their
systemic metabolism, and the relationship be-
tween these and immune cell metabolism is only
beginning to be explored. As research moves for-
ward, it will be important to understand how
these challenges integrate with immune response
programs and whether our current paradigms and
models regarding immunometabolism match
up or must be modified accordingly under these
circumstances.

between diet and inflammation with path-

ological metabolic syndromes such as

diabetes and insulin resistance or cardio-

vascular diseases (Font-Burgada et al.,

2016). However, the relationship between

changes in whole body metabolism and

immunometabolism remains largely an

uncharted area waiting to be explored

(Man et al., 2017).

Chronic low-grade inflammation is a

well-established major risk factor for a

plethora of diseases including heart dis-

ease, diabetes, metabolic syndromes,

and cancer (Hotamisligil, 2017; Park

et al., 2010), but our understanding of

how inflammation contributes to the path-

ogenesis of these complex diseases is

murky. Part of the complexity is due to

the local, regional, and systemic actions

of inflammatory cytokines such as IL-1b, IL-6, and TNF-a. These

are generally considered to be produced in response to local tis-

sue damage or infection, which can regulate not only the meta-

bolic activities of neighboring cells but also act on distal sensors

that control host metabolism (Febbraio, 2014). For example,

circulating IL-6 levels are elevated in patients with chronic inflam-

mation, which can modulate fatty acid metabolism and cell sur-

vival in many tissues including skeletal muscle, hepatocytes, the

CNS, and neuroendocrine system (Saltiel and Olefsky, 2017).

In obesity and consumption of a high fat diet (HFD), macro-

phages accumulate within adipose tissue recruited by dying

enlarged adipocytes and produce the inflammatory cytokines

IL-6 and TNF-a (Cinti et al., 2005; McLaughlin et al., 2017).

Locally, IL-6 can induce lipolysis in neighboring adipocytes

and impair lipoprotein lipase, decreasing adipocyte lipid storage.

The rise in circulating IL-6 and free fatty acids (FFAs) has broad

secondary effects on local and distal tissue microenvironments

and can promote local insulin resistance, which can be reversed

with therapeutic blockade of IL-6. IL-6 alone can also antagonize

insulin receptor signaling and induce insulin resistance

(McLaughlin et al., 2017). Interestingly, increased serum triglyc-

erides and LDL is one of the most frequent reported adverse

events in patients who receive tocilizumab, an IL-6 receptor

blockade antibody, suggesting that IL-6 may play an important

role in lipid homeostasis during inflammatory conditions (Schultz

et al., 2010).
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Increased circulating FFAs have consequences on immune

cell function. Accumulation of FFAs in macrophages promotes

ROS generation, which in turn augments activation of the

NLRP3-ASC inflammasome (Guo et al., 2015). Inflammasome

activation increases tissue inflammation through IL-1b and IL-

18 secretion via cleavage activation by caspase-1 and pyropto-

sis (Rathinam and Fitzgerald, 2016). FFA-induced inflamma-

some activation promotes insulin resistance, mediated by the

secretion of IL-1b. However, inflammasome activation may

exhibit functional specificity for certain FFAs, as not all saturated

fatty acids are capable of inflammasome activation. A HFD con-

sisting of mostly monounsaturated fatty acids, while still promot-

ing obesity in mice, does not induce inflammasome activation

and the development of insulin resistance (Finucane et al.,

2015). Tying into FFA metabolism, NADPH oxidase 4 (NOX4)-

deficient mouse and human macrophages stimulated in vitro

with ATP, nigericin, or silica have impaired caspase-1 activation

and subsequent IL-1b and IL-18 maturation, although TNF-a

production remains intact (Moon et al., 2016). Moon et al.

(2016) found that inflammasome activation was also diminished

in NOX4�/� mice after Streptococcus pneumoniae challenge.

This defect was identified as an inability of NOX4-deficient cells

to augment Cpt1a-dependent FAOduring inflammasome activa-

tion. Consistent with this observation, Cpt1a-deficient macro-

phages were unable to activate the NLRP3 inflammasome, but

enforced expression of Cpt1a in NOX4-deficient macrophages

rescued inflammasome activation and cytokine release. How-

ever, exactly how NOX4 regulates Cpt1a protein levels and

FAO, and whether extracellular FFAs may contribute to this pro-

cess, was left unresolved.

Why do inflammatory cytokines exert systemic changes to

metabolism on other cells? Perhaps in the case of acute infec-

tions, inflammatory cytokines do so to create a temporary period

of local and/or systemic insulin resistance, which could allow for

redirection of glucose to immune cells, such as T cells, to fuel

their rapid division and meet their bioenergetic demands. How-

ever, when inflammation persists, like in cancer, obesity, or

chronic infection, prolonged disruption of metabolic homeosta-

sis could lead to immune cell dysfunction, dysregulated sys-

temic metabolism, and ultimately cachexia (Porporato, 2016).

Cachexia is a multi-organ syndrome of rapid weight loss and

loss of appetite, and is one of the most obvious morbidities in

cancer patients. The specific etiology of cachexia is debated,

and cancer-associated cachexia is not exclusive to tumor

burden or therapies suggesting that the state of cancer itself pro-

motes progression of metabolic dysfunction. TNF-a was origi-

nally considered the major driver of cachexia as implied by its

original name, ‘‘cachectin.’’ However, blockade of TNF-a is

insufficient to prevent cachexia, and more recent studies point

to the involvement of IL-6 in this process (Porporato, 2016).

Chronic inflammation in the tumor microenvironment is a source

of IL-6 production that leads to an increase in its systemic levels

in cancer patients. IL-6-mediated liberation of fatty acids from

systemic lipid stores, in concert with decreases in insulin avail-

ability or responsiveness, may instigate a catabolic state that be-

comes unhinged where lipolysis and also ketosis pillages energy

stores within subcutaneous adipose tissue and skeletal muscle

culminating in a wasting disorder (Flint et al., 2016; Odegaard

et al., 2007). The extent to which immune cell metabolism is

affected by systemic substrate availability in vivo, and how

cachexia, as well as other situations (e.g., consumption of keto-

genic diets) influences nutrient depots and ultimately utilization

by immune cells, remains to be investigated.

Feeding behaviors can also affect host immune fitness

(Figure 4). The gut-brain axis controls appetite, sensory of

luminal contents, and digestion. The hypothalamus also regu-

lates so called ‘‘sickness behaviors,’’ such as sickness-associ-

ated anorexia and reduced energy expenditure, but it is still

not clear why sickness behaviors occur and more importantly

what benefit they might provide to the host response to infection

or inflammation. Wang et al. (2016a) asked whether the fed or

fasted state was more protective against infection with various

pathogens. Bypassing the anorexic response induced by infec-

tion with food or glucose supplementation increased lethality

during Listeriamonocytogenes or LPS challenge. Glucose-medi-

ated death was due in part to enhanced neuronal dysfunction, as

the mice succumbed to epileptic seizures. Wang et al. (2016a)

suggested that increased ROS disrupted neural function, how-

ever, whether the enhanced morbidity was dependent on ROS

and its cellular source was not identified. Giving mice 2-DG to

impair glucose catabolism improved their survival. However,

glucose supplementation was protective when mice were chal-

lenged with influenza or Poly(I:C). Viral infection promoted endo-

plasmic reticulum (ER) stress responses that were mitigated by

glucose consumption. On the other hand, temporary ketosis

was required for survival from LPS-induced sepsis, suggesting

that ketones are protective against hypothalamic inflammation

and ROS-mediated neuronal damage. Ketogenic diets have

been effective to reduce epileptic seizures, and the potential

benefits of ketogenic diets have been debated for other condi-

tions such as cancer (Allen et al., 2014). However, pre-fasting

or feeding the mice a ketogenic diet for 1–3 days prior to

LPS stimulation made them more susceptible to its lethal

effects, suggesting that in order to be protective, ketogenic

metabolism should be temporally coordinated to the course of

infection (Wang et al., 2016a). Interestingly, specific ketone

bodies have been shown to minimize inflammation in other in-

stances by blocking NLRP3 inflammasome activation in bone

marrow-derived macrophages and human monocytes (Youm

et al., 2015).

Some pathogens have evolved strategies to take advantage of

modulating feeding behaviors to promote their own fitness. A

recent report by Rao et al. (2017) suggests that Salmonella typhi-

murium inhibits infection-induced anorexia upon oral infection by

antagonizing caspase-1 activity downstream of inflammasome

activation to decrease IL-1b signaling to the hypothalamus via

the vagus nerve. Disrupting this adaptation in Salmonella by ge-

netic deletion of its ubiquitin ligase SlrP resulted in modulation

of the gut-brain axis. Infection with SlrP-deficient Salmonella

augmented IL-1bmaturation, resulting in changes to hypothalam-

ic appetite regulation, whereby the mice decreased food con-

sumption and exhibited greater weight loss that ultimately dimin-

ished host survival. Severing the gut-CNS connection surgically

or force-feeding the mice reversed this anorexic response and

increased lethality induced by SlrP-deficient Salmonella infection.

The studies by Wang et al. (2016a) and Rao et al. (2017) help
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give some mechanistic insight into the exciting interconnection

between feeding behaviors and disease susceptibility versus

tolerance but also show that there is still much to learn about pre-

cisely how different pathogens and routes of infection affect this

process. We have highlighted only a few examples where, going

through the arc of life, many other organismal factors and

changesmay occur that influence immune cell metabolism,which

directly impacts immune cell function and fate (Figure 4). Investi-

gating how these perturbations affect our overall health will not

only be challenging, but also interesting for further research.

Outlook
For some time, immunology encompassed a field that sought

reductionist approaches to simplify a complex network of cells.

Out of necessity, immunologists had to speak a common lan-

guage or jargon that often excluded scientists in other disci-

plines. After many decades of hard work, great strides have

been made in our understanding of the immune system, and

now immunologists are better equipped to cross over into other

disciplines. It is this ‘‘take a step back and look’’ approach that

has led a number of laboratories to focus on metabolism and

how this affects the immune system as well as its greater impact

in tissue physiology.

It is obvious to most biologists that metabolism is integrated

into every cellular process and fate decision. After all, every-

thing must eat to survive. However, what is perhaps less appre-

ciated is that the immune system is like a liquid organ unto itself.

At their inception, immune cells are poised to respond to un-

known stimuli, nutrients, and pathogens and are akin to special

agents with contingency plans, ready to respond to one

disaster scenario after another or relegated to pushing paper-

work at the office maintaining the status quo. Throughout this

review, we have only highlighted some examples of the

complexity of the situations and environments that immune

cells face that provide various metabolic instructional cues.

This ability to rapidly change and adapt at any given second

means that immune cells must intimately integrate their cellular

metabolism in a way that most other organ and cell systems in

the body do not have to, which we hope this review has shown

and inspires research into many questions that remain to be

explored. Coupling the unique benefits of studying immunome-

tabolism is the added bonus of the enormous clinical relevance

of these cells in human health and disease. First defining and

then exploiting their unique metabolism may continue to yield

new targets for therapy.
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Pérez-Escuredo, J., Dadhich, R.K., Dhup, S., Cacace, A., Van Hée, V.F., De

Saedeleer, C.J., Sboarina, M., Rodriguez, F., Fontenille, M.-J., Brisson, L.,

et al. (2016). Lactate promotes glutamine uptake and metabolism in oxidative

cancer cells. Cell Cycle 15, 72–83.

Phan, A.T., Doedens, A.L., Palazon, A., Tyrakis, P.A., Cheung, K.P., Johnson,

R.S., and Goldrath, A.W. (2016). Constitutive glycolytic metabolism supports

CD8(+) T cell effector memory differentiation during viral infection. Immunity

45, 1024–1037.

Pollizzi, K.N., Sun, I.-H., Patel, C.H., Lo, Y.-C., Oh, M.-H., Waickman, A.T.,

Tam, A.J., Blosser, R.L., Wen, J., Delgoffe, G.M., and Powell, J.D. (2016).

Asymmetric inheritance of mTORC1 kinase activity during division dictates

CD8(+) T cell differentiation. Nat. Immunol. 17, 704–711.

Porporato, P.E. (2016). Understanding cachexia as a cancer metabolism syn-

drome. Oncogenesis 5, e200.

Ramakrishnan, R., Tyurin, V.A., Veglia, F., Condamine, T., Amoscato, A.,

Mohammadyani, D., Johnson, J.J., Zhang, L.M., Klein-Seetharaman, J., Celis,

E., et al. (2014). Oxidized lipids block antigen cross-presentation by dendritic

cells in cancer. J. Immunol. 192, 2920–2931.

Rao, S., Schieber, A.M., O’Connor, C.P., Leblanc, M., Michel, D., and Ayres,

J.S. (2017). Pathogen-mediated inhibition of anorexia promotes host survival

and transmission. Cell 168, 503–516.

Rathinam, V.A., and Fitzgerald, K.A. (2016). Inflammasome complexes:

emerging mechanisms and effector functions. Cell 165, 792–800.

Ray, J.P., Staron, M.M., Shyer, J.A., Ho, P.C., Marshall, H.D., Gray, S.M., Laid-

law, B.J., Araki, K., Ahmed, R., Kaech, S.M., and Craft, J. (2015). The inter-

leukin-2-mTORc1 kinase axis defines the signaling, differentiation, and meta-

bolism of T helper 1 and follicular B helper T cells. Immunity 43, 690–702.

Reboldi, A., and Cyster, J.G. (2016). Peyer’s patches: organizing B-cell

responses at the intestinal frontier. Immunol. Rev. 271, 230–245.

Ribas, A. (2015). Releasing the brakes on cancer immunotherapy. N. Engl. J.

Med. 373, 1490–1492.

Rodriguez, P.C., Quiceno, D.G., Zabaleta, J., Ortiz, B., Zea, A.H., Piazuelo,

M.B., Delgado, A., Correa, P., Brayer, J., Sotomayor, E.M., et al. (2004).

Arginase I production in the tumor microenvironment by mature myeloid

cells inhibits T-cell receptor expression and antigen-specific T-cell responses.

Cancer Res. 64, 5839–5849.

Ron-Harel, N., Santos, D., Ghergurovich, J.M., Sage, P.T., Reddy, A., Lovitch,

S.B., Dephoure, N., Satterstrom, F.K., Sheffer, M., Spinelli, J.B., et al. (2016).

Mitochondrial biogenesis and proteome remodeling promote one-carbon

metabolism for T cell activation. Cell Metab. 24, 104–117.

Rooks, M.G., and Garrett, W.S. (2016). Gut microbiota, metabolites and host

immunity. Nat. Rev. Immunol. 16, 341–352.

Saltiel, A.R., and Olefsky, J.M. (2017). Inflammatory mechanisms linking

obesity and metabolic disease. J. Clin. Invest. 127, 1–4.

Scharping, N.E., Menk, A.V., Moreci, R.S., Whetstone, R.D., Dadey, R.E.,

Watkins, S.C., Ferris, R.L., and Delgoffe, G.M. (2016). The tumormicroenviron-

ment represses T cell mitochondrial biogenesis to drive intratumoral T cell

metabolic insufficiency and dysfunction. Immunity 45, 374–388.

Scharping, N.E., Menk, A.V., Whetstone, R.D., Zeng, X., and Delgoffe, G.M.

(2017). Efficacy of PD-1 blockade is potentiated by metformin-induced reduc-

tion of tumor hypoxia. Cancer Immunol. Res. 5, 9–16.

Schultz, O., Oberhauser, F., Saech, J., Rubbert-Roth, A., Hahn, M., Krone, W.,

and Laudes, M. (2010). Effects of inhibition of interleukin-6 signalling on insulin

sensitivity and lipoprotein (a) levels in human subjects with rheumatoid dis-

eases. PLoS ONE 5, e14328.

Sena, L.A., Li, S., Jairaman, A., Prakriya, M., Ezponda, T., Hildeman, D.A.,

Wang, C.R., Schumacker, P.T., Licht, J.D., Perlman, H., et al. (2013). Mito-

chondria are required for antigen-specific T cell activation through reactive

oxygen species signaling. Immunity 38, 225–236.

Shi, L.Z., Wang, R., Huang, G., Vogel, P., Neale, G., Green, D.R., and Chi, H.

(2011). HIF1alpha-dependent glycolytic pathway orchestrates a metabolic

checkpoint for the differentiation of TH17 and Treg cells. J. Exp. Med. 208,

1367–1376.

Shouval, D.S., Biswas, A., Goettel, J.A., McCann, K., Conaway, E., Redhu,

N.S., Mascanfroni, I.D., Al Adham, Z., Lavoie, S., Ibourk, M., et al. (2014). Inter-

leukin-10 receptor signaling in innate immune cells regulates mucosal immune

tolerance and anti-inflammatory macrophage function. Immunity 40, 706–719.

Sinclair, L.V., Rolf, J., Emslie, E., Shi, Y.B., Taylor, P.M., and Cantrell, D.A.

(2013). Control of amino-acid transport by antigen receptors coordinates the

metabolic reprogramming essential for T cell differentiation. Nat. Immunol.

14, 500–508.

Cell 169, May 4, 2017 585



Smith, P.M., Howitt, M.R., Panikov, N., Michaud, M., Gallini, C.A., Bohlooly-Y,

M., Glickman, J.N., and Garrett, W.S. (2013). The microbial metabolites,

short-chain fatty acids, regulate colonic Treg cell homeostasis. Science 341,

569–573.
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TP53 is the most frequently mutated gene in human cancer. Functionally, p53 is activated by a host
of stress stimuli and, in turn, governs an exquisitely complex anti-proliferative transcriptional pro-
gram that touches upon a bewildering array of biological responses. Despite themany unveiled fac-
ets of the p53 network, a clear appreciation of how and in what contexts p53 exerts its diverse
effects remains unclear. How can we interpret p53’s disparate activities and the consequences
of its dysfunction to understand how cell type, mutation profile, and epigenetic cell state dictate
outcomes, and how might we restore its tumor-suppressive activities in cancer?

p53: The Textbook View
p53 was discovered during the peak of tumor virus research as

a 53 kD host protein bound to simian virus 40 large T antigen in

virally transformed cells (Lane and Crawford, 1979; Linzer and

Levine, 1979). First classified as an oncogene, subsequent

work established that wild-type p53, encoded by TP53, sup-

presses growth and oncogenic transformation in cell culture

(Finlay et al., 1989) and that inactivating TP53 mutations are

common in human tumors (Baker et al., 1990). In many cancers,

TP53 mutation is linked to poor patient prognosis (Olivier et al.,

2010). Consistent with its action as a tumor suppressor, TP53

mutations are a hallmark of a hereditary cancer predisposition

disorder known as Li-Fraumeni syndrome (Malkin et al., 1990),

and Trp53 knockout mice develop tumors at high penetrance

(Donehower et al., 1992).

p53 is a sequence-specific DNA binding protein that regulates

transcription (reviewed in Laptenko and Prives, 2006). The p53

protein consists of two N-terminal transactivation domains fol-

lowed by a conserved proline-rich domain, a central DNA bind-

ing domain, and a C terminus encoding its nuclear localization

signals and an oligomerization domain needed for transcriptional

activity. Consistent with the importance of p53-mediated tran-

scription in tumor suppression, the vast majority of tumor-

derived TP53 mutations occur in the region encoding p53’s

DNA binding domain. In normal cells, p53 protein is maintained

at low levels by a series of regulators including MDM2, which

functions as a p53 ubiquitin ligase to facilitate its degradation

(Haupt et al., 1997; Honda et al., 1997; Kubbutat et al., 1997).

However, p53 is stabilized in response to various cellular

stresses, including DNA damage and replication stress pro-

duced by deregulated oncogenes. Mechanisms leading to p53

activation can be stimulus dependent: for example, DNA dam-

age promotes p53 phosphorylation, blocking MDM2-mediated

degradation (Shieh et al., 1997), whereas oncogenic signaling in-

duces the ARF tumor suppressor to inhibit MDM2 (Pomerantz

et al., 1998; Quelle et al., 1995; Zhang et al., 1998).

The best-understood functions of p53 focus on its ability

to promote cell cycle arrest and apoptosis. Indeed, seminal

studies from the early 1990s showed that p53 is crucial for a

reversible DNA damage-induced G1 phase checkpoint (Kastan

et al., 1991) that is mediated, in part, by its ability to transcrip-

tionally activate the p21 cyclin-dependent kinase inhibitor gene

(el-Deiry et al., 1993; Harper et al., 1993), presumably facili-

tating DNA repair prior to further cell division. In some circum-

stances, p53 induces cellular senescence, a stable if not

permanent cell cycle arrest program that also involves the reti-

noblastoma (RB) gene product (Serrano et al., 1997; Shay et al.,

1991). p53 can also promote apoptosis (Clarke et al., 1993;

Lowe et al., 1993; Yonish-Rouach et al., 1991), relying on the

induction of pro-apoptotic BCL-2 family members whose ac-

tion facilitates caspase activation and cell death (Miyashita

et al., 1994). Why p53 promotes cell cycle arrest in some cell

types and apoptosis in others is incompletely understood

(see below).

The settings in which p53 can be activated to arrest or elimi-

nate pre-malignant cells have guided current thinking as to

why p53 is such a potent tumor suppressor. On one hand, its

ability to arrest or eliminate cells after DNA damage suggests

that it might prevent cancer by preventing the accumulation of

oncogenic mutations (Livingstone et al., 1992; Yin et al., 1992).

In this model, p53 loss indirectly promotes cancer by increasing

the number of mutations in surviving daughter cells. On the other

hand, the ability of p53 to halt the proliferation in response to

aberrant oncogene expression suggests a role in limiting the

consequences of oncogenic mutations. Here, p53 loss directly

enables cancer development by allowing oncogene-expressing

cells to proliferate unabated, explaining why TP53 mutations

cooperate with oncogenes in transformation (Lowe et al., 1994;

Serrano et al., 1997). In both models, p53 acts as the ‘‘guardian

of the genome’’ to limit the deleterious consequences of muta-

tion (Lane, 1992). Although this historic view provides a basic

conceptual framework as to why TP53 mutations are so

common in human tumors, more recent work paints a much

more nuanced picture of p53 action that highlights its context-

dependent regulation and the broadly diverse consequences

of its activation.
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Revisiting the Guardian of the Genome
Upon DNA damage, p53 is activated to promote either the elim-

ination or repair of damaged cells, ultimately reducing their risk of

propagating mutations. DNA damage response (DDR) kinases

phosphorylate p53, driving cell-cycle arrest, senescence, or

apoptosis (reviewed in Williams and Schumacher, 2016). Addi-

tionally, p53 stimulates DNA repair by activating target genes

that encode components of the DNA repair machinery, and

p53-null cells are defective in certain DNA repair activities

in vitro (Williams and Schumacher, 2016).

While TP53 mutation can correlate with patterns of single-

nucleotide variants and specific co-mutated genes, what is

striking is that the association between TP53 mutation and

copy-number variation (CNV) is strong and universal in a pan-

cancer analysis (Ciriello et al., 2013). Also, cancers harboring

TP53 mutations are typically aneuploid, with gross changes in

numbers of whole chromosomes (Ciriello et al., 2013). Various

biological explanations for this association have been proposed,

but one mechanism contributing to this relationship is the ability

of p53 to regulate processes in G2/M transitions (reviewed in

Vitre and Cleveland, 2012). For example, p53 loss dysregulates

the spindle assembly checkpoint by derepressing MAD2, lead-

ing to an increased rate of chromosome missegregation and

tetraploidization (Schvartzman et al., 2011). In the context of

tetraploid cells, p53 loss leads to an increased rate of multipolar

mitoses and subsequent chromosome missegregation (Vitale

et al., 2010).

In an alternative but non-mutually exclusive explanation, p53

can restrict chromosomal instability through its ability to cull

cells at risk of aberrant mitoses, particularly following centro-

some amplification and/or telomere dysfunction (Eischen,

2016; Lanni and Jacks, 1998). Extra centrosomes lead to Hippo

pathway upregulation that, in turn, activates p53 by inhibiting

MDM2 (Aylon et al., 2006; Ganem et al., 2014). Accordingly,

TP53 mutations are also associated with whole genome

doubling events in human tumors (Dewhurst et al., 2014). Addi-

tional studies suggest that p53-deficient cells are better at

tolerating proteomic stress produced by aberrant gene dosage

(Tang et al., 2011), yet others suggest that p53-mediated cull-

ing of aneuploid cells is more efficient against structural aneu-

ploidy than whole chromosome imbalances, implicating the

role of DDR in response to chromosome shearing (Soto et al.,

2017). Hence, it appears that the absence of p53 both facili-

tates the accumulation and permits the survival of aneu-

ploid cells.

p53 also appears to suppress a particular type of chromo-

some shattering and rearrangement event known as chromo-

thripsis. Cells that bypass replicative senescence after p53

and RB inactivation can proliferate despite telomere erosion

(Hayashi et al., 2012). Failing this checkpoint, telomere dysfunc-

tion initiates chromosome breakage-fusion-bridge cycles that

contribute to chromothripsis (Maciejowski et al., 2015). Although

the extent to which chromothripsis fosters tumorigenesis re-

mains an open question, the phenomenon is significantly

more prevalent in tumors harboring TP53 mutations (Rausch

et al., 2012).

An unanticipated way in which p53 helps maintain genomic

integrity is by suppressing the mobilization of retrotranspo-

sons, which are latent virus-derived genetic elements whose

aberrant expression can lead to mutagenesis through their

mobilization and re-insertion throughout the genome (re-

viewed in Levine et al., 2016). Experimental activation of

mobile elements in Drosophila induces DNA double-strand

breaks and p53-mediated apoptosis (Wylie et al., 2014) that

could, in principle, reduce their mutagenic effects. However,

the association between p53 mutation and retrotransposon

expression is more than simply a culling effect: indeed, p53

binding to target sites within LINE elements and other trans-

poson sequences are associated with their downregulation

(Chang et al., 2007). p53-mediated repression is dependent

on epigenetic silencing of retrotransposon loci and not

apoptosis, and derepressed retrotransposons are competent

for reintegration into the genome (Leonova et al., 2013; Wylie

et al., 2016), promoting mutagenesis (Tubio et al., 2014).

Genomic analyses have revealed that retrotransposon mobili-

zation is common in human cancers (Ting et al., 2011; Tubio

et al., 2014). While the precise impact remains to be deter-

mined, there is a significant association between repetitive

element expression and p53 status in mouse and human tu-

mors (Wylie et al., 2016).

The immediacy with which p53 cooperates with oncogenes to

transform cells indicates that genomic instability is not abso-

lutely required for tumor initiation (Lowe et al., 1994; Serrano

et al., 1997). Still, the genomic instability fueled by p53 loss en-

ables acquisition of additional driver events with the potential

to accelerate transformation, metastasis, and drug resistance

(reviewed in McGranahan and Swanton, 2017). Just as species

diversity in an ecosystem is associated with its robustness, sub-

clonal diversity, not the total number of mutations in a tumor,

dictates the resilience of a cancer cell population to changing

conditions and challenges. In this regard, p53 inactivation may

be unique in its ability to both promote genomic instability (by

increasing the rate of new variants) and permit the survival of a

wider pool of genetic configurations (decreasing the likelihood

of extinction of variants). Together, these observations raise

the possibility that p53 inactivation contributes to intratumoral

heterogeneity.

p53 Controls a Broad and Flexible Network
As if regulating genome integrity, cell cycle arrest, and apoptosis

were not enough functions for a single gene, an ever-growing

body of work suggests that p53 also controls additional ‘‘non-

canonical’’ programs that contribute to its effects (Figure 1). As

examples, p53 can modulate autophagy, alter metabolism,

repress pluripotency and cellular plasticity, and facilitate an

iron-dependent form of cell death known as ferroptosis (re-

viewed in Aylon and Oren, 2016). Even basal levels of p53 can

reinforce multiple other tumor suppressive networks (Pappas

et al., 2017). Given extensive past research, it is surprising that

there is no clear and simple answer to the question of what

exactly p53 does and how. Nevertheless, a take-home message

is that the p53 response is remarkably flexible and depends on

the cell type, its differentiation state, stress conditions, and

collaborating environmental signals.

The varied functions of p53 are anchored in its ability to control

distinct sets of its many target genes (Figure 1). For example,
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observations that cell cycle arrest and apoptosis are associated

with upregulation of p21 or pro-apoptotic Bcl-2 proteins, respec-

tively, obscure the fact that the global transcriptional response

to p53 activation includes many other potential modifiers of

outcome.Historically, geneshavebeen implicated asp53 targets

if p53 binds the locus and the mRNA is induced. More recently,

Global Run-On Sequencing has improved specificity by enabling

detection of nascent transcripts induced upon p53 activation (Al-

len et al., 2014). The nature of p53 targets identified in this anal-

ysis provides strong confirmation that non-canonical processes

including ROS control, tissue remodeling, autophagy, and meta-

bolism are bona fide processes controlled by p53 (Figure 1).

Figure 1. The p53 Network
Awide variety of regulators govern the activity of p53 (top), which, in turn, controls many distinct biological processes (bottom). Each node represents a gene and
each line represents an interaction. Direct p53 inputs are indicated as blue lines and direct p53 outputs are indicated as red lines. Noticeably, p53 controls effector
processes by activating multiple target genes. Downstream pathways are highly interconnected (gray lines). Interactions are annotated as positive (arrow),
negative (T-bar), or modifying (solid circle).
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Efforts to identify a universal set of p53 target genes have

invariably failed. Meta-analyses from 16 genome-wide datasets

revealed that only about 60 genes were implicated as common

targets (Fischer, 2017). It is noteworthy that these surveys

involved a restricted number of different cell types and employed

distinct methods for p53 induction. However, a central theme is

that cellular context and various stimuli incite transcription of

qualitatively different sets of genes, not just different levels of

the same set of genes. It seems naive to expect that oncogene

activation in different tissues (for example, KRAS activation in

colon, pancreas, and lung) would precipitate an identical p53

transcriptional response. Moreover, one would not presume a

priori that the p53 output generated by DNA damage would

exactly mirror the gene expression signature elicited by onco-

gene activation, even in a single cell type. Despite data indicating

that p53 can, in principle, control a wide variety of biological pro-

cesses (reviewed in Olivos and Mayo, 2016), the physiological

settings inwhich one ormore processes predominate are incom-

pletely understood and deserve more systematic study.

Cellular metabolism is one non-canonical p53-controlled pro-

cess that has received much attention (reviewed in Kruiswijk

et al., 2015). The collection of metabolic target genes controlled

by p53 affect many individual processes: p53 is reported to in-

crease glutamine catabolism, support anti-oxidant activity,

downregulate lipid synthesis, increase fatty acid oxidation, and

stimulate gluconeogenesis (Kruiswijk et al., 2015). Depending

on the cell type, p53 can also have opposing effects on the

samemetabolic processes. For example, in breast and lung can-

cer cells, p53 inhibits glycolysis by attenuating glucose uptake

(Zhang et al., 2013) or repressing the expression of glycolytic en-

zymes (Kim et al., 2013). By contrast, in muscle cells, p53 in-

duces glycolytic enzymes (Kruiswijk et al., 2015). Likewise, p53

typically increases (Stambolsky et al., 2006) but can also restrict

(Jiang et al., 2013; Wang et al., 2013) flux through the tricarbox-

ylic acid (TCA) cycle. Taken at face value, these results imply that

p53 can regulate different aspects of metabolism that produce

distinct, or even opposite, biochemical and phenotypic out-

comes. Here again, specific contextual factors have yet to be

identified.

While it is often assumed that each p53 effector function is a

standalone process, there is increasing evidence that cross-

talk between separate input and output pathways is more

important than previously recognized (Figure 1, gray lines).

For example, p53-driven cellular senescence may be sup-

ported by activation of autophagy (Young et al., 2009). Alter-

ations in p53 control of metabolism undoubtedly contribute to

apoptosis, autophagy, and ferroptosis (Gao et al., 2016). In

some settings, p53-mediated processes can apparently be

antagonistic: autophagy has the potential to delay apoptosis

by reducing levels of PUMA (Thorburn et al., 2014). However,

in contexts where p53 fails to repress glycolysis, autophagy

is not efficiently engaged and apoptosis is favored (Duan

et al., 2015). In these examples, interaction between distinct

biochemical processes controlled by p53 elicits different bio-

logical outcomes.

The mechanistic basis underlying the ability of p53 to induce

different biological outputs remains unclear. On one hand, p53

can induce qualitatively different programs that produce different

biological outcomes depending on cell type and stimulus. One

proposed mechanism for qualitatively modulating biological

p53’s effects involves stimulus-dependent post-translational

modifications (PTMs) that can alter p53 affinity for different target

genes; for example, phospho-p53 (S46) or acetyl-p53 (K120)

stimulates apoptosis, whereas PRMT5-methylated p53 acti-

vates p21more readily than apoptotic genes (reviewed in Kumari

et al., 2014). Additionally, PTMs such as SUMOylation, glyco-

sylation, and prolyl isomerization occuring throughout the

p53 protein can modify protein stability, and also influence

target gene bias (Kumari et al., 2014). Moreover, one post-trans-

lational modification may enhance acquisition of another, un-

locking additional layers of regulation of protein stability,

protein-protein interaction, and biasing DNA binding toward

select target genes.

p53 induction can yield either a steady signaling output or one

that can oscillate in discrete waves; remarkably, the kinetics of

its expression, independent of maximal p53 protein levels, can

determine cell fate in response to genotoxic stress (reviewed in

Stewart-Ornstein and Lahav, 2017). p53 activation kinetics can

be translated into target gene bias owing to differences in p53

binding and dissociation rates at distinct target loci. Here, the

p21 promoter is sensitive to short pulses of p53 activity whereas

the pro-apoptotic p53 target FAS is not; consequently, a short

pulse drives proliferative arrest but a sustained signal induces

apoptosis (Espinosa et al., 2003; Gomes and Espinosa, 2010a;

Morachis et al., 2010). Perhaps certain p53-driven stress re-

sponses instigate a short-term repair and salvage program

that, if necessary, reaches a tipping point that progresses to

cellular self-destruction.

On the other hand, several factors influence how the cell

interprets p53 activation. For instance, cell lineage may be a

large determinant in the nature of a hypothetical tipping point be-

tween alternative cell fates. First, cell-type- and -state-specific

chromatin modifications may make particular genes more or

less accessible to p53 transactivation (Su et al., 2015). For

instance, CTCF insulates the PUMA locus from repressive his-

tone modifications under certain conditions, governing whether

PUMA is expressed and apoptosis occurs (Gomes and Espi-

nosa, 2010b). In embryonic stem cells (ESCs), p53 can be

induced to bind to the p21 promoter, but p21 is not efficiently

activated, dependent on cell-type-specific repressive histone

H3K27me3 marks at the locus (Itahana et al., 2016). Second,

the p53 target spectrum can be altered by cooperation or antag-

onismwith other transcription factors, such as FOXO andNF-kB,

whose levels and occupancy are also context dependent (Cooks

et al., 2014; Eijkelenboom and Burgering, 2013). Finally, the

same transcriptional output may have different effects depend-

ing on the state of the cell. ATM signaling protects cells from

p53-mediated apoptosis, not by changing p53-driven transcrip-

tional output but by blocking autophagy, thus maintaining mito-

chondrial homeostasis and suppressing ROS levels (Sullivan

et al., 2015).

Collectively, these observations imply that p53 response is not

merely an ‘‘on-off’’ switch; to the contrary, cell fate is a result of a

rich palette of p53-driven stress responses. Clearly, p53 is

embedded in a densely populated and interconnected network

of regulators and effectors (Figure 1) that permit a flexible p53
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response coordinated to fit cell type and conditions at the time of

activation. In short, cellular context (cell type, epigenetic state,

tissue microenvironment, activating signal) is central to both

the biochemical aspects of p53 activity as well as the biological

outcome of a p53 response.

Putting Tumor Suppression in Context
By definition, tumor-suppressor genes regulate processes that

limit inappropriate cell expansion and whose inactivation facili-

tates tumor initiation or progression. Given the many processes

that p53 controls, which of its effector functions are critical for

tumor suppression has been the topic of much debate. Senes-

cence and apoptosis can clearly be detected in tumors and

when these processes are activated, they are certainly tumor

suppressive. Still, a recent body of work suggests that apoptosis

and senescence can be dispensable for tumor suppression and

that, in some settings, other non-canonical p53 functionsmay be

more critical (Valente et al., 2013). There is no consensus view on

which p53-dependent process is most important.

The only relevant metric of ‘‘tumor suppression’’ is whether a

gene impairs the onset or progression of tumors arising in vivo.

In this regard, the p53 knockout mouse is a powerful model

that develops thymic lymphoma (and sometimes sarcoma) at

complete penetrance (Donehower et al., 1992). To address

which p53 function(s) is crucial for tumor suppression, mutant

strains have been produced in an attempt to isolate specific

p53 functions and the resulting animal cohorts monitored for

tumors over time. If the ablation of a p53-driven function allows

for tumorigenesis, the underlying process is crucial for the

tumor-suppressive activity of p53. If it does not, it is deemed

dispensable. However, it bears consideration that thymic lym-

phoma rarely occurs in people, including Li-Fraumeni patients,

so the requirements for suppressing this unusual cancer do

not necessarily extend to other systems.

One line of investigation has compared tumor onset and pa-

thology between mice harboring knockouts of p53 target genes

versus p53 itself (Figure 2A). For example, mice deficient for p21,

Puma, and Noxa do not develop thymic lymphoma, hinting that

p53-mediated cell cycle arrest and apoptosis might be dispens-

able for tumor suppression (Valente et al., 2013). Still, p53 target

genes may already be expressed at basal levels so, for example,

p53-null cells are by no means p21 null. Consequently, this

approach could overestimate the contribution of a particular

p53 effector to the null phenotype. Conversely, since multiple

effectors mediate most p53 outputs, mouse strains deficient

for individual p53 effector genes do not fully disable the associ-

ated p53 effector program (e.g., p21 loss does not completely

disable p53-mediated cell cycle arrest). Hence, this approach

may underestimate the contribution of the targeted process to

tumor suppression. Changes in feedback loops and compensa-

tory mechanisms arising as a consequence of manipulating the

pathway may further complicate the interpretation of such

studies (Sullivan et al., 2012).

Another approach isolates p53 effects through separation-of-

function mutants that selectively retain or lose the ability to

regulate certain subsets of p53 target genes and activities

(Figure 2B). For example, the tumor-derived p53R175P and

p53E180R alleles show defects in apoptosis while retaining the

capability to provoke cell cycle arrest, so that mice harboring

the equivalent mutations display extended tumor-free survival

compared to p53-null animals (Liu et al., 2004). Furthermore,

the tumors that do arise in these mice exhibit far less CIN than

p53-null tumors, indicating that different p53 mutants may

impinge selectively on downstream effector pathways (Liu

et al., 2004). Alternatively, engineered structure-function mu-

tants that disrupt p53 transcriptional domains or are defective

in being acetylated can separate key p53 functions, at least

in vitro (Jiang et al., 2015). While these studies reinforce the

importance of p53-mediated transcription for tumor suppression

(Brady et al., 2011; Jiang et al., 2011), they do not pinpoint a sin-

gle key process (Jiang et al., 2015).

Although such structure-function approaches are compelling,

they also have caveats. Mutant p53 proteins can be more or less

stable than the wild-type protein (Brady et al., 2011) and thus

differential phenotypes may reflect quantitative as well as quali-

tative effects. Most structure-function mutants have been char-

acterized in only a limited number of cell types, and given context

dependencies, it cannot be assumed that these results extrapo-

late to tumorigenesis in all tissues. Perhaps these caveats

explain why technically sound studies have failed to converge

on a common mechanism or theme.

Several studies have circumvented the issues surrounding the

manipulation of individual functions peripheral to p53: rather than

measuring tumor onset upon p53 loss, they instead take

A

B

C

Figure 2. Investigating Mechanisms of Tumor Suppression
Defining the mechanism of p53-mediated tumor suppression has been inter-
rogated in several ways: (A) knocking out p53 target genes and assessing
tumor formation, (B) mutating p53 itself, such that it can activate some targets
but not others, and (C) reconstituting p53 in p53-deficient cancer and deter-
mining the cell fate.
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advantageofmouse strains harboring ‘‘switchable’’ p53 alleles to

reawaken endogenous p53 in established tumors (Figure 2C). In

all situations examined, p53 restoration produces a marked anti-

tumor response, the nature of which depends on the model em-

ployed (Martins et al., 2006; Ventura et al., 2007; Xue et al., 2007).

In Myc-expressing B cell lymphomas, this response is massive

apoptosis; in liver carcinomas and sarcomas, the response is

senescence. In other contexts, p53 reactivation can trigger

cellular differentiation and a loss of self-renewal (Messina et al.,

2012). Although the consequences of p53 reactivation in an es-

tablished cancer may not reflect the same processes lost during

tumorigenesis, these studies reinforce the notion that the p53

response varies depending on context.

So then, what are the most important p53 activities needed for

tumor suppression? Certainly, the above caveats preclude

generalities without considering context specificity. Indeed,

the importance of context is readily observed in mouse studies

demonstrating that Puma suppression approaches p53 loss

in driving Myc-induced lymphomagenesis but not in pro-

moting thymic lymphoma (Garrison et al., 2008; Hemann et al.,

2004). Embracing this notion should enable the identification

of tumor-specific modes of tumor suppression and pave the

way for restoring the most relevant p53 functions in individual

tumors.

The Origins of p53
How and why did the p53 network evolve? Most tumors arise

after reproductive age, implying that TP53 did not evolve to pre-

vent cancer. Moreover, given the diverse outputs of the p53

network, it seems surprising that neonatal p53-null mice seem

initially normal. Genes that resemble TP53 by sequence similar-

ity and induction by DNA damage are found in simple inverte-

brates (including choanoflagellates, sea anemone, and worms)

that are not susceptible to cancer (Lane et al., 2010a, 2010b;

Pearson and Sánchez Alvarado, 2010). Like mammalian p53,

these genes induce apoptosis in response to stress but, in

contrast, are expressed principally in germline stem cells.

Perhaps protection of the germline is central and evolved further

to suppress tumors in the soma at advanced age (Wylie

et al., 2014).

Beyond the germline, a closer look at p53 and the conse-

quences of its disruption indicate that it has important roles in

embryonic development. Fundamentally, multicellularity is a

compromise among the cells of complex organisms. The most

proliferative individuals outcompete populations of single-cell

organisms, while multicellular organisms require cellular cooper-

ation, at the expense of competition, to maintain coordinated,

specialized functions. The need for cooperation starts in embry-

onic development, where p53 restricts expansion of individual

‘‘cheater’’ cells, observed in chimeric blastocysts upon p53

knockdown (Dejosez et al., 2013) and following positive selection

of spontaneous TP53mutations detected in commonly used hu-

man ES lines (Merkle et al., 2017). Tight regulation of DNA

methylation by DNMT and TET family enzymes requires p53

and it appears that epigenetic disorder contributes to this clonal

heterogeneity in p53-deficient ESC colonies (Tovy et al., 2017).

Inactivation of p53 rescues cultured cells from apoptosis caused

by DMNT1 deficiency and subsequent genomic demethylation,

supporting the notion that p53 can sense and respond to pertur-

bations in the epigenome (Jackson-Grusby et al., 2001).

Other than its familiar role in restricting inappropriate clonal

outgrowth, p53 also regulates target genes that fulfill specific

biological requirements in development, such as LIF, which is

required for efficient mammalian embryo implantation (Feng

et al., 2011). Trp53 knockout mice exhibit a variety of low-pene-

trance tissue-specific developmental abnormalities in the neural

tube, eyes, and testes (Danilova et al., 2008). p53 orthologs in

more primitive species can also exhibit conserved non-canoni-

cal p53 functions, such as promoting redox control and survival

(reviewed in Aylon and Oren, 2016). Moreover, the ortholog

Lvp53 is expressed in the soma in shrimp, where cross-talk

with NF-kB eliminates virally infected cells and activates innate

immunity (Li et al., 2017). Such observations are consistent

with a role for the p53 family in promoting cell survival or fighting

infection. Hence, the p53 network evolved diverse physiological

roles prior to its implementation for tumor suppression.

TP53 is a member of a broader gene family that includes TP63

and TP73 that have diverse and complementary roles. TP53 of

higher eukaryotes diverged from TP63/TP73 sometime before

the appearance of sharks (Lane et al., 2011). Since splitting

from its homologs, TP53 and its network have acquired tumor-

suppressive capabilities not shared by TP63/TP73, which

display even clearer ties to embryonic development (reviewed

in Belyi et al., 2010). Triple p53/p63/p73 knockout mice demon-

strate that the p53 family is required formesendodermal differen-

tiation (Wang et al., 2017), exemplifying how p53 can interact

with p63/p73 in redundant or cooperative ways. It seems likely

that compensation between p53 family members has masked

other roles for p53 during development.

Although thep53protein sequence itself is relatively conserved

in higher eukaryotes, domains involved in p53 regulation on the

N and C termini (Lane et al., 2011) as well as the downstream

p53 response are under continued evolutionary pressure.

Indeed, many p53 response elements exhibit surprisingly low

conservation with respect to other transcription factor recogni-

tion sites (Horvath et al., 2007; Su et al., 2015). Another way in

which thep53 network has evolved is by increasing genedosage.

That elephants have acquired up to 20 TP53 retrogenes may

explain, at least in part, how an animal with such a large body

size and relative longevity is not subject to high cancer risk (Abeg-

glen et al., 2015;Sulak et al., 2016). Amoredetailed exploration of

the factors selected and counter-selected in p53 biology over

evolutionary time has the potential to provide insight into the bio-

logical processes critical for tumor suppression.

There is substantial evidence that p53 has additional functions

in non-pathological tissue homeostasis. One illustrative example

is that p53 function appears to be intertwined with stem cell

biology and differentiation in the soma of higher organisms.

p53 restricts cellular self-renewal in various stem and progenitor

cells, especially those subject to oncogenic stress (Friedmann-

Morvinski et al., 2012; Tosoni et al., 2015; Tschaharganeh

et al., 2014; Zhao et al., 2010). Trp53-null mice consequently

have expanded numbers of tissue-specific stem cells, high-

lighting its importance in maintaining tissue homeostasis (Bon-

dar and Medzhitov, 2010; Liu et al., 2009). p53 limits cellular

plasticity (governing transition between cell states) and, at its
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extreme, the ability of somatic cells to undergo epigenetic re-

programming into induced pluripotent stem cells (Olivos and

Mayo, 2016). The iPS-promoting factors KLF4 and Oct4 repress

p53, and conversely, p53 activity antagonizes the efficiency of

iPS cell reprogramming (Menendez et al., 2010).

An application of the above principles can be seen in tissue

regeneration and the wound-healing response, which is a com-

plex process involving waves of inflammation, angiogenesis, tis-

sue regeneration, extracellular matrix (ECM) remodeling, and

fibrosis to prevent infection and resolve tissue damage. During

an initial proliferative phase of regeneration, mitogens are acti-

vated and p53 must be suppressed to allow tissue remodeling

(Charni et al., 2017). By triggering cellular senescence, p53 pro-

motes the release of secretory factors that allow resolution of

fibrosis (Krizhanovsky et al., 2008) and coordinate ECM remod-

eling (Ritschka et al., 2017). Of note, the requirement for p53 to

regulate plasticity appears to be evolutionarily conserved, which

requires the coordinated suppression and derepression of p53

during salamander limb regeneration (Yun et al., 2013).

It is intriguing that the physiological and developmental func-

tions of p53 are intertwined with the cancer-associated pheno-

type of p53 loss. Evading terminal differentiation is an essential

step in malignant transformation and p53 loss may be one route

to weaken this innate barrier to tumorigenesis. Consistent with

this notion, an embryonic stem cell-like gene signature is

observed in p53 mutant breast cancer (Mizuno et al., 2010). By

affecting differentiation, incipient TP53 mutations facilitate the

expansion of hematopoietic stem cell (HSC) clones in otherwise

healthy individuals, occasionally overtaking the entire hemato-

poietic system (Steensma et al., 2015; Xie et al., 2014). The

competitive expansion of pre-treatment p53 mutant HSC clones

is accentuated by genotoxic chemotherapy, fostering therapy-

related AML (t-AML) (Wong et al., 2015). p53 loss can even

facilitate lineage switching as a mechanism of resistance to

anti-androgen therapy in prostate cancer (Mu et al., 2017).

Furthermore, p53 action in wound healing also shapes the tumor

microenvironment. For example, the p53-driven senescence-

associated secretory phenotype (SASP) in tumor stroma can

create a tumor-suppressive immune milieu that influences the

incidence of cancer (Lujambio et al., 2013; Xue et al., 2007). In

other settings, the SASP can be tumor promoting, by inducing

epithelial-mesenchymal transition (EMT) (Laberge et al., 2012;

Ritschka et al., 2017).

It appears that evolution has selected for a delicate balance of

p53 activity, since too little p53 leads to early-onset cancer and

too much p53 exacerbates aging. Regardless, the dangers of

excess p53 are evident in pathologies beyond cancer, including

aging, ischemic injury, and degeneration (reviewed in Gudkov

and Komarova, 2010). As animals age, the cost of eliminating

potentially dangerous cells is the attrition of stem cells required

for tissue homeostasis. In an accelerated process, patients

with the heritable DNA repair deficiency syndrome Fanconi ane-

mia hyperactivate p53 in response to unresolved DNA damage

and eventually experience bone marrow failure owing to pro-

gressive HSC loss (Ceccaldi et al., 2012). Excessive p53-depen-

dent apoptosis can also drive developmental disorders of the

brain (Houlihan and Feng, 2014) and aging-associated neurode-

generative diseases, namely Alzheimer’s and Parkinson’s dis-

eases (reviewed in Checler and Alves da Costa, 2014). As a

regulator of cell death, p53 has been implicated in the patholog-

ical response to cerebral and cardiac ischemia; p53 inhibition

has been proposed as a protective strategy in the acute phase

after injury (Gudkov and Komarova, 2010). Lastly, excessive

p53-mediated ferroptosis can trigger lethal kidney ischemia

(Friedmann Angeli et al., 2014). Collectively, the characteristics

of p53 action in normal physiology and non-cancer pathologies

shed light on additional regulatory mechanisms, downstream

functions, and possible therapeutic targets.

The Diversity of TP53 Mutational Events Produces
Distinct Functional Consequences
Just as advances in our understanding of p53 biology have

complicated, rather than simplified, our views on how TP53mu-

tations promote cancer, so has our appreciation of surprising

range of ways in which the TP53 locus is altered in tumors. The

most common and well-characterized TP53 mutations are

missense mutations in the DNA binding domain, implying that

this feature of p53 is crucial for tumor suppression. Current

dogma tends to classify p53 as either wild-type or mutant, but

TP53 mutations occur with different patterns, distinct co-muta-

tions, and in many allelic configurations that produce remarkably

interesting functional and phenotypic ramifications.

Genome sequencing of thousands of tumors has confirmed

that approximately half of all cancers harbor a TP53 mutation,

though the frequency and the distribution of mutations can

vary dramatically between tumor types (Figure 3A). Most of the

TP53 single-nucleotide variants (SNVs) observed across can-

cers are missense mutations, with 25% of those falling into 5

‘‘hotspot’’ mutations (Shirole et al., 2016). Unexpectedly, nearly

25% of TP53 mutations are nonsense or frameshift mutations

predicted to encode truncated proteins, whereas the remainder

consists of splice site SNVs and in-frame indels of unclear bio-

logical significance (Shirole et al., 2016). While several modes

to disable the second TP53 allele are possible, this typically oc-

curs through ‘‘loss of heterozygosity’’ (LOH) by segmental dele-

tion (Figure 3B). These deletions vary widely in size and occur at

a frequency that is similar to p53 SNVs (Liu et al., 2016). Nearly all

possible allelic combinations are observed such that, in reality,

only �25% of tumors harbor the canonical p53 missense muta-

tion/deletion combination (Liu et al., 2016).

Cancer genome projects have also produced interesting in-

sights into the spectrum of TP53 mutation and its association

with other somatic events. In some cancers, TP53 mutations

often co-occur with activating KRAS mutations or MYC amplifi-

cation, an observation reminiscent of age-old functional studies

demonstrating the ability of p53 loss to cooperate with onco-

genes to transform primary cells. And, as mentioned earlier,

TP53 mutations are frequently associated with high rates of

CNV, for example, as occurs in ovarian carcinoma and complex

karyotype AML (Ciriello et al., 2013).

The extensive cataloging of TP53 alterations in different set-

tings allows one to consider whether distinct alterations reflect

functional selection or simply different mutagenic processes

present during tumorigenesis. Distinct mutational signatures in

TP53 and other genes can be attributed, in part, to the specific

source of mutagenesis (Alexandrov et al., 2016). For instance,
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the R249S mutation prevalent in hepatocellular carcimoma

arises from G-to-T transversions linked to aflatoxin exposure

and R213* mutations in melanoma are associated with the

C-to-T transition signature of UV mutagenesis (Alexandrov

et al., 2016). Characterization of mutagenic signatures has re-

vealed recurrent C-to-T mutation patterns attributed to cytidine

deaminases, such as AID and APOBEC, which are an intrinsic

source of mutagenesis with a physiological role in antibody

diversification (Alexandrov et al., 2013). Curiously, the APOBECs

can be induced by either wild-type or mutant p53 (Menendez

et al., 2017), though a clear link between p53 status and

APOBEC-mediated mutagenesis has not yet been described

(Burns et al., 2013; Shinmura et al., 2011). While epidemiology

and genome sequencing can implicate environmental or endog-

enous mutagens as responsible for particular TP53mutations, it

is difficult, if not impossible, to assess individual alleles without

direct functional studies.

In fact, experimental data emerging over the last 25 years have

hinted that certain mutant TP53 alleles have ‘‘gain-of-function’’

properties that produce phenotypes distinct from the null. The

A

B

Figure 3. p53 Alteration Spectrum
(A) The TP53 mutation distribution for 16 cancer types with sufficient available data and frequency of TP53 alteration. Each histogram depicts the number of
mutations found at each position along the p53 protein coding sequence, with the transactivation domain (TAD), DNA-binding domain (DBD), and oligomerization
domain (OD) illustrated below. Symbol color indicates mutation type, including missense (green), nonsense (red), in-frame indels (black), or multiple mutation
types (purple). Data source: MSKCC cbio portal (Gao et al., 2013).
(B) Multiple avenues to inactivating the second allele of TP53.
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most prominent phenotype produced by such mutant proteins is

their ability to enhance invasion and metastasis, though in some

settings particular mutants enhance drug resistance, epigenetic

reprogramming, or angiogenesis (reviewed in Aschauer and

Muller, 2016). While proposed activities are diverse, an emerging

‘‘rule of thumb’’ is that tumor-derived p53 mutants oppose wild-

type p53 functions or, more explicitly, exacerbate the conse-

quences of p53 loss. In any case, the notion that not all p53 mu-

tations are functionally equivalent is further supported by the fact

that the onset and pathology of tumors in genetically engineered

mouse models and in Li-Frameni patients varies by the type of

mutant allele (Achatz and Zambetti, 2016; Olive et al., 2004; Xu

et al., 2014).

A distinct phenotype of a p53 mutant is not sufficient to define

a mutant as ‘‘gain-of-function.’’ Theoretically, p53 mutant alleles

may reflect attenuation of function, separation of function,

or neomorphic function. Attenuation of wild-type function

(Figure 4A) can produce hypomorphs that can also yield unpre-

dictable and qualitatively different phenotypes depending on

the level of p53 suppression (Figure 4B). For instance, p53-tar-

geting shRNAs with varying knockdown efficiency display

different abilities to disrupt p53 effector functions and drive

lymphomagenesis in mice, with only complete p53 deletion

capable of instigating chromosomal instability (Hemann et al.,

2003). Loss of function is a common characteristic across all

cancer-associated p53 mutants, given the failure of most mu-

tants to induce apoptosis (Freed-Pastor and Prives, 2012).

Separation of function—whereby a p53 mutant can retain

some but not all interactions (reviewed in Muller and Vousden,

2014)—is also possible (Figure 4C), as exemplified by the

aforementioned apoptosis-deficient p53R175P allele (Liu et al.,

2004). Finally, a range of neomorphic mutant activities

(Figure 4D) has also been described (discussed below). In real-

ity, the mutations encountered in cancer acquire some combi-

nation of these independent characteristics. Although p53 mu-

tants are generally classified by their effect on structure—i.e.,

‘‘contact’’ mutants that perturb DNA binding and ‘‘conforma-

tion’’ mutants that lose proper folding—it is currently not

possible to predict precisely how a particular mutation impacts

function.

The diversity of proposed mechanisms by which mutant p53

alleles elicit their pro-oncogenic effects are a source of much

confusion in the field (Aschauer and Muller, 2016). First, some

p53 mutant proteins retain residual transactivation activity and

activate novel targets. For instance, mutant p53 is proposed

to impact chromatin states by inducing MLL1/2 and MOZ (Zhu

et al., 2015). Second, certain unstructured p53 mutants

sequester other proteins that, in some settings, enable mutant

p53 to bind p63 or p73, leading to changes in transcriptional

profiles that alter receptor tyrosine kinase signaling to promote

invasion and metastasis (Muller et al., 2013; Weissmueller

et al., 2014). Finally, in an instance of gain-of-function protein-

protein interaction, mutant p53 can cooperate with the SWI/

SNF complex to upregulate the angiogenesis regulator VEGFR2

(Pfister et al., 2015). It remains difficult to reconcile how so many

distinct yet selective protein-protein interactions can occur for

disparate mutant proteins (reviewed in Freed-Pastor and Prives,

2012).

Although it is generally assumed that TP53 truncating muta-

tions are null alleles, emerging data suggest that these too

can have neomorphic activity. Implying some selective advan-

tage, the frequency of TP53 nonsense mutations, particularly

targeting exon 6, is greater than expected by chance (Shirole

et al., 2016). At least some of these are not subject to

nonsense-mediated decay, allowing certain truncated p53 mu-

tants to promote invasion and metastasis and sustain tumor

maintenance in a manner that mirrors established gain-of-func-

tion missense mutants (Shirole et al., 2016). Provocatively, exon

6-truncated proteins mimic the structure and function of a natu-

rally occurring p53 splice variant (p53psi) that promotes cell

invasion and is transiently expressed during certain wound-

healing responses (Senturk et al., 2014), suggesting that

these mutants may represent ‘‘separation of function’’ alleles.

A

B

C

D

Figure 4. Mutant p53 Gain of Function
Several alternative mechanisms can lead to divergent phenotypes of p53
mutations: (A) wild-type, (B) loss or partial loss of function, (C) selection of
function, or (D) neomorphic/gain-of-function.
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Expression or mimicry of alternative splice variants may

contribute to the phenotype of other common mutations as

well (Candeias et al., 2016).

Beyond the heterogeneity produced by different p53 SNVs,

the variable extent of human chromosome 17p deletions can

produce heterogeneity in the nature and number of p53-linked

genes subject to reduced dosage during tumorigenesis.

Loss of these neighboring genes could well reflect a ‘‘passen-

ger’’ event of no functional consequence; however, 17p dele-

tions observed in human cancer often include other genes

now functionally validated as tumor suppressors. Deletions en-

gineered to be syntenic to 17p13 drive more aggressive can-

cers than simple p53 deficiency in mice by virtue of single

copy loss of multiple haploinsufficient tumor suppressors,

consistent with the negative prognostic association of 17p

deletion independent of p53 mutation that is evident in AML

(Liu et al., 2016). These observations and others underscore

the unique biology underlying CNVs and highlight the impor-

tance of dissecting these understudied events (Tschaharganeh

et al., 2016).

Collectively, our emerging understanding of the complexities

of the gamut of TP53 alterations is changing our views on how

‘‘the most frequent event in human cancer’’ promotes tumori-

genesis. While there is little doubt that the most substantial bio-

logical consequence results from inactivation of p53, it is now

clear that both TP53 mutations and 17p deletions contribute

phenotypes to cancer that go beyond p53 loss. Thus, as clinical

decision making in the future becomes increasingly based on

genomic data, the current classification of tumors as simply

‘‘p53 wild-type’’ or ‘‘p53 mutant’’ must be replaced.

Harnessing the p53 Network
The potency of p53 in tumor suppression and the high rate of p53

alteration in cancers has spurred the development of strategies

to target the p53 network in cancer therapy (Figure 5). Indeed,

the potential value of engaging p53 in an anticancer response

is clear from studies showing that, in some cases, robust re-

sponses to conventional chemotherapy can depend on wild-

type p53, and studies in mice described above document

massive tumor regressions in response to p53 reactivation

in vivo. For instance, the dramatic cures achieved by retinoic

acid and arsenic treatment of acute promyelocytic leukemia is

dependent on p53-mediated senescence (Ablain et al., 2014).

Since TP53 mutations inactivate wild-type p53 protein, they

are widely considered undruggable and, consequently, efforts

to rationally exploit p53 for therapeutic benefit have yet to reach

fruition. Nonetheless, some strategies to target mutant p53 pro-

teins, p53 regulators, or vulnerabilities created by TP53mutation

in cancer and other indications show promise.

One of the most advanced efforts to exploit our understanding

of p53 biology for cancer therapy involves efforts to inhibit

MDM2 in tumors harboring wild-type p53 (Figure 5A). Led by

the development of Nutlin (Vassilev et al., 2004), a panoply of

small-molecule and peptide inhibitors of MDM2 and MDMX

have been developed aimed at improving the properties of

first-generation inhibitors that generally act by targeting the

p53 binding site in MDM2 (reviewed in Cheok and Lane, 2017).

A number of phase I trials for MDM2 antagonists have been

completed in leukemia and liposarcoma, with neutropenia and

thrombocytopenia being prominent dose-limiting toxicities

(Andreeff et al., 2016). While these dose-escalation studies pre-

clude conclusions about drug efficacy, induction of p53 target

gene expression was observed in most p53 wild-type samples.

Moreover, a partial response occurred in 5%–10% of patients,

a promising result given that many were heavily pre-treated.

Counterintuitively, only some of these MDM2 inhibitor clinical tri-

als stratify patients by TP53 status (reviewed in Burgess et al.,

2016; Wang et al., 2011).

Flipping the situation around, MDM2 inhibitors have also been

used in efforts aimed at reducing the toxic side effects of chemo-

therapy (Figure 5B). In a strategy termed cyclotherapy, these

drugs are used to stabilize p53 and trigger a transient cell cycle

arrest in normal cells, with the intention of having no effect on the

cell cycle progression of p53 mutant tumor cells. As many cyto-

toxic drugs target actively cycling cells, this strategy is predicted

to allow use of a higher tolerable dose of chemotherapy,

enhancing efficacy against cancer cells that continue to cycle

while reducing toxicity to arrested normal cells (Cheok and

Lane, 2017). In preclinical studies, cyclotherapy protects mice

treated with Polo kinase inhibitor from dose-limiting neutropenia

(Sur et al., 2009).

One attractive therapeutic approach involves identifying

agents that cause mutant p53 to regain sufficient wild-type

p53 activity for tumor suppression (Figure 5C). Although the ther-

modynamic requirements for achieving this seem daunting,

structural studies and in silico predictions have propelled multi-

ple strategies that supply proof-of-principle for this approach,

including peptides and small molecules that stabilize unstruc-

tured mutants (Boeckler et al., 2008; Friedler et al., 2002; Yu

et al., 2012). One drug, APR-246, which is purported to reacti-

vate mutant p53 but also has off-target effects, is currently in

clinical trials (ClinVar: NCT03072043, NCT02999893) (Deneberg

et al., 2016). Other agents that directly stabilize the p53 DNA

binding domain show promise in preclinical studies (Cheok

and Lane, 2017). Drugs known as metallochaperones can facili-

tate the reincorporation of zinc into unfolded p53 proteins,

leading to a more normal confirmation and an ability to bind

DNA (reviewed in Blanden et al., 2015). Yet another approach

exploits the unexpected observation that certain p53 mutant

proteins have a penchant for aggregation into amyloid-like struc-

tures (reviewed in de Oliveira et al., 2015) that, when disrupted,

restore p53 function and reportedly trigger tumor regression in

xenograft models (Soragni et al., 2016).

While these drugs all aim to coax nativewild-type activity out of

mutant proteins, strategies to disable or suppress mutant p53

represent an underexplored alternative direction that is justified

by the observation that tumors can become ‘‘addicted’’ tomutant

p53 (Alexandrova et al., 2015). Several indirect strategies have

been proposed to destabilize mutant p53 protein, including

HSP90 inhibitors, HDAC inhibitors, and SIRT1 activators (re-

viewed in Parrales and Iwakuma, 2015). In the absence of readily

available tools to directly inhibitmutant p53 function, the opportu-

nity remains toapply existing drugs to target the underlyingmech-

anism whereby mutant p53 promotes invasion, metastasis, and

cellular survival (e.g., viaHMGCoA reductase, EGFR, or PDGFRb

inhibitors) (Aschauer andMuller, 2016;Weissmueller et al., 2014).
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Another way in which to attack mutant p53 directly is to

harness its potential to serve as a tumor-specific neoantigen

(Figure 5C). Mutant p53 proteins are typically expressed at

high levels and can be antigenic (Crawford et al., 1982; DeLeo

et al., 1979); furthermore, vaccination against mutant p53 can

protect mice from cancer produced by transplanted tumors

(Roth et al., 1996). Based on this premise, peptide vaccines

(Zeestraten et al., 2013), viral vectors (van der Burg et al.,

2002), and dendritic cell vaccines (Ellebaek et al., 2012) have

entered phase I/II clinical trials. Regardless of platform,

A B

C

Figure 5. Harnessing p53
(A) Stabilizing p53 in p53WT cancer. Nutlin and other MDM2/MDMX inhibitors (RG7112, RO5503781, SAR405838, HDM201, MK4828, AMG232, and RG7388)
allow for the accumulation and activity of p53 in cancer in which it is not mutated.
(B) Cyclotherapy. Nutlin is used to transiently arrest p53WT normal cells, while p53MUT cancer cells continue to cycle and remain vulnerable to genotoxic
chemotherapy. Sparing normal tissue allows for increased dosing and reduced toxicity.
(C) Targeting p53MUT cancer. PRIMA-1 and other agents (APR-246, RITA, PK7088, p53R3, and ZMC1) are used to support proper folding of mutant p53 and
restore wild-type-like structure and activity. p53 mutant protein is depleted through a number of indirect mechanisms including inhibition of HSP90 (17-AAG),
HDAC (SAHA), and SIRT1 (YK-3-237). The aggregation and inactivation of mutant p53 and its family members is inhibited by ReACp53. Synthetic lethal in-
teractions are dependencies in p53 mutant cancer but not in p53WT cells. p53-deficient cells have a compromised DDR, leaving then vulnerable to even further
genomic instability by inhibiting DDR-related kinases. Metabolic rewiring introduces druggable dependencies on PIP4K2, cholesterol biosynthesis/HMGCR
(statins), and IAPP (pramlinitide). Some p53 mutations can result in recognizable neoantigens, which has led to the development of mutant p53-targeted
immunotherapy. p53 ablation can also modify antigen presentation efficiency justifying the investigation of immune checkpoint inhibition, especially when
combined with other strategies.

1072 Cell 170, September 7, 2017



immunotherapy has been able to induce p53-specific immune

reactions in humans, though clinical responses have yet to be

observed.

In theory, tumors that have escaped immunoediting are more

likely to contain immunogenic neoantigens. Therefore, there is

interest in combining p53 immunotherapywith so-called immune

checkpoint blockade to enhance T cell reactivity, which may be

able to translate previously observed generation of p53-specific

T cells into the desired cytotoxicity and clinical responses (Hard-

wick et al., 2014). Indeed, p53 loss can shield cancer cells from

CD8+ T cells via PD-L1 derepression, an interaction that acceler-

ates mouse models of cancer and is evident in human lung can-

cer (Cha et al., 2016; Cortez et al., 2015; Schuster et al., 2011),

yet a positive association between p53 alteration and response

to immunotherapy by PD-L1 inhibition has not been observed.

An attractive approach to targeting p53 mutant tumors is to

exploit synthetic lethality, a term describing a situation in which

gene mutation creates novel dependencies (Figure 5C). Many

previously characterized liabilities imposed by p53 mutation

converge around the DNA damage response and metabolism.

Although p53-deficient cells can evade apoptosis in the face of

DNA-damaging agents, further disabling the DDR leaves p53

mutant tumors hypersensitive to genotoxic damage (Ma et al.,

2012). Accordingly, strategies combining DNA-damaging agents

with inhibitors of DDR components ATM, CHK2, ATR, and CHK1

have been pursued (reviewed in Morandell and Yaffe, 2012).

Supporting the potential of this approach, a WEE1 inhibitor

that disables a G2 cell cycle checkpoint enhances the antitumor

activity of genotoxic chemotherapy in previously refractory p53

mutant ovarian cancer patients (Leijen et al., 2016). Also, pa-

tients with TP53 mutations have higher response rates to

extended cycles of the demethylating agent decitabine (Welch

et al., 2016). While the mechanistic basis for this observation is

not known, one plausible explanation is that wild-type cells ar-

rest in G2/M upon drug treatment, whereas p53-deficient cells

pass through the cell cycle checkpoint, resulting in severe chro-

mosomal damage and death (Nieto et al., 2004). Although exac-

erbating instability may achieve therapeutic responses, the

concern remains that mutagenesis associated with reducing

the DDR likely fuels tumor evolution and perhaps even the emer-

gence of treatment-associated cancers.

Additionally, the metabolic rewiring associated with p53muta-

tion also instills novel dependencies on druggable targets,

including PIP4K2A/B, cholesterol biosynthesis, and IAPP (Emerl-

ing et al., 2013; Freed-Pastor et al., 2012; Venkatanarayan et al.,

2015). Unlike synthetic lethal interactions related to p53 loss

of function, a side-effect of single copy chromosome 17p dele-

tions during LOH may be to expose cancers to heightened

dependence on linked essential genes such as POLR2A (Liu

et al., 2015).

Beyond cancer, pharmacological modulation of p53 is a

potentially useful and largely unexplored strategy to aid cell-

autonomous defense against infection. Pathogens evolved

around mammalian cells, selected to keep the host alive despite

the DNA damage, ROS induction, and activation of innate immu-

nity through toll-like receptors that follows infection, all of which

can be mediated by p53 (Shatz et al., 2012). Hence, p53 can act

as a suppressor of bacterial infection, leading to the concept of

pharmacological p53 activation to mitigate severe infections

(Siegl et al., 2014). Some pathogens encode components that

inhibit p53, and nutlin-based stabilization of p53 can hinder their

propagation (Kaushansky et al., 2013; Siegl et al., 2014). Conse-

quently, it may be worth considering use of MDM2 inhibitors in

cases of life-threatening multi-drug-resistant infections with no

other treatment options. However, induction of p53 is not univer-

sally conducive to combating infection, and defining its disease-

specific immune interactions will be a prerequisite for clinical

relevance of p53 in infectious diseases. Trp53�/� mice are actu-

ally more capable of recovering from bacterial pneumonia than

wild-type mice (Madenspacher et al., 2013).

Through restoring wild-type function, inhibiting mutant func-

tion, or treating a dysregulated immune system, multiple ave-

nues exist to target the p53 network in cancer. Given the

obstacles that have been encountered using these strategies

to date, further knowledge of basic p53 biology will be required

for future successful clinical applications.

Concluding Remarks
p53 has captured the fascination of cancer biologists, and its

detailed characterization has produced fundamental insights

into mechanisms of gene regulation and nature’s safeguards

against cancer. While the body of research on p53 is massive

and sometimes contradictory, it is now abundantly clear that

cellular responses to p53 activation involve a complex interplay

between activation triggers, cell lineage, and cell state. While

such context-dependent effects on p53 have stymied attempts

to generalize the mechanism of p53-mediated tumor suppres-

sion, they provide opportunities to exploit the network in cancer

cells, while avoiding deleterious consequences of manipulating

p53 in all tissues.

Despite decades of intensive research and countless discov-

eries, there remains much to learn about the roles and regulation

of p53. A challenge in the coming era of p53 research will be to

distill convergent truths assembled from comprehensive studies

and to translate knowledge of p53 into clinical application.

Indeed, the difficulties associated with exploiting p53 therapeu-

tically do not mitigate the astounding morbidity associated

with TP53 mutation. In the absence of new therapeutic

innovations, TP53 mutant cancer will lead to the deaths

of more than 500 million people alive today. New technolo-

gies, together with our ever-increasing understanding of the

complexity of p53 action and the diverse consequences of p53

mutation, will hopefully set the stage for more robust clinical

advances.
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(2014). Activation of a promyelocytic leukemia-tumor protein 53 axis underlies

acute promyelocytic leukemia cure. Nat. Med. 20, 167–174.

Achatz, M.I., and Zambetti, G.P. (2016). The inherited p53 mutation in the Bra-

zilian population. Cold Spring Harb. Perspect. Med. 6, 6.

Alexandrov, L.B., Nik-Zainal, S., Wedge, D.C., Aparicio, S.A., Behjati, S., Bian-

kin, A.V., Bignell, G.R., Bolli, N., Borg, A., Børresen-Dale, A.L., et al.; Australian

Pancreatic Cancer Genome Initiative; ICGC Breast Cancer Consortium; ICGC

MMML-Seq Consortium; ICGC PedBrain (2013). Signatures of mutational pro-

cesses in human cancer. Nature 500, 415–421.

Alexandrov, L.B., Ju, Y.S., Haase, K., Van Loo, P., Martincorena, I., Nik-Zainal,

S., Totoki, Y., Fujimoto, A., Nakagawa, H., Shibata, T., et al. (2016). Mutational

signatures associated with tobacco smoking in human cancer. Science 354,

618–622.

Alexandrova, E.M., Yallowitz, A.R., Li, D., Xu, S., Schulz, R., Proia, D.A., Loz-

ano, G., Dobbelstein, M., and Moll, U.M. (2015). Improving survival by exploit-

ing tumour dependence on stabilized mutant p53 for treatment. Nature 523,

352–356.

Allen, M.A., Andrysik, Z., Dengler, V.L., Mellert, H.S., Guarnieri, A., Freeman,

J.A., Sullivan, K.D., Galbraith, M.D., Luo, X., Kraus, W.L., et al. (2014). Global

analysis of p53-regulated transcription identifies its direct targets and unex-

pected regulatory mechanisms. eLife 3, e02200.

Andreeff, M., Kelly, K.R., Yee, K., Assouline, S., Strair, R., Popplewell, L.,

Bowen, D., Martinelli, G., Drummond, M.W., Vyas, P., et al. (2016). Results

of the phase I trial of RG7112, a small-molecule MDM2 antagonist in leukemia.

Clin. Cancer Res. 22, 868–876.

Aschauer, L., and Muller, P.A. (2016). Novel targets and interaction partners of

mutant p53 gain-of-function. Biochem. Soc. Trans. 44, 460–466.

Aylon, Y., and Oren, M. (2016). The paradox of p53: what, how, and why? Cold

Spring Harb. Perspect. Med. 6, 6.

Aylon, Y., Michael, D., Shmueli, A., Yabuta, N., Nojima, H., andOren,M. (2006).

A positive feedback loop between the p53 and Lats2 tumor suppressors pre-

vents tetraploidization. Genes Dev. 20, 2687–2700.

Baker, S.J., Preisinger, A.C., Jessup, J.M., Paraskeva, C., Markowitz, S., Will-

son, J.K., Hamilton, S., and Vogelstein, B. (1990). p53 gene mutations occur in

combination with 17p allelic deletions as late events in colorectal tumorigen-

esis. Cancer Res. 50, 7717–7722.

Belyi, V.A., Ak, P., Markert, E., Wang, H., Hu, W., Puzio-Kuter, A., and Levine,

A.J. (2010). The origins and evolution of the p53 family of genes. Cold Spring

Harb. Perspect. Biol. 2, a001198.

Blanden, A.R., Yu, X., Loh, S.N., Levine, A.J., and Carpizo, D.R. (2015). Reac-

tivating mutant p53 using small molecules as zinc metallochaperones: awak-

ening a sleeping giant in cancer. Drug Discov. Today 20, 1391–1397.

Boeckler, F.M., Joerger, A.C., Jaggi, G., Rutherford, T.J., Veprintsev, D.B., and

Fersht, A.R. (2008). Targeted rescue of a destabilized mutant of p53 by an

in silico screened drug. Proc. Natl. Acad. Sci. USA 105, 10360–10365.

Bondar, T., and Medzhitov, R. (2010). p53-mediated hematopoietic stem and

progenitor cell competition. Cell Stem Cell 6, 309–322.

Brady, C.A., Jiang, D., Mello, S.S., Johnson, T.M., Jarvis, L.A., Kozak, M.M.,

Kenzelmann Broz, D., Basak, S., Park, E.J., McLaughlin, M.E., et al. (2011).

Distinct p53 transcriptional programs dictate acute DNA-damage responses

and tumor suppression. Cell 145, 571–583.

Burgess, A., Chia, K.M., Haupt, S., Thomas, D., Haupt, Y., and Lim, E. (2016).

Clinical overview of MDM2/X-targeted therapies. Front. Oncol. 6, 7.

Burns, M.B., Temiz, N.A., and Harris, R.S. (2013). Evidence for APOBEC3B

mutagenesis in multiple human cancers. Nat. Genet. 45, 977–983.

Candeias, M.M., Hagiwara, M., and Matsuda, M. (2016). Cancer-specific mu-

tations in p53 induce the translation of D160p53 promoting tumorigenesis.

EMBO Rep. 17, 1542–1551.

Ceccaldi, R., Parmar, K., Mouly, E., Delord, M., Kim, J.M., Regairaz, M., Pla,

M., Vasquez, N., Zhang, Q.S., Pondarre, C., et al. (2012). Bone marrow failure

in Fanconi anemia is triggered by an exacerbated p53/p21 DNA damage

response that impairs hematopoietic stem and progenitor cells. Cell Stem

Cell 11, 36–49.

Cha, Y.J., Kim, H.R., Lee, C.Y., Cho, B.C., and Shim, H.S. (2016). Clinicopath-

ological and prognostic significance of programmed cell death ligand-1

expression in lung adenocarcinoma and its relationship with p53 status.

Lung Cancer 97, 73–80.

Chang, N.T., Yang, W.K., Huang, H.C., Yeh, K.W., and Wu, C.W. (2007). The

transcriptional activity of HERV-I LTR is negatively regulated by its cis-ele-

ments and wild type p53 tumor suppressor protein. J. Biomed. Sci. 14,

211–222.

Charni, M., Aloni-Grinstein, R., Molchadsky, A., and Rotter, V. (2017). p53 on

the crossroad between regeneration and cancer. Cell Death Differ. 24, 8–14.

Checler, F., and Alves da Costa, C. (2014). p53 in neurodegenerative diseases

and brain cancers. Pharmacol. Ther. 142, 99–113.

Cheok, C.F., and Lane, D.P. (2017). Exploiting the p53 pathway for therapy.

Cold Spring Harb. Perspect. Med. 7, 7.

Ciriello, G., Miller, M.L., Aksoy, B.A., Senbabaoglu, Y., Schultz, N., and

Sander, C. (2013). Emerging landscape of oncogenic signatures across human

cancers. Nat. Genet. 45, 1127–1133.

Clarke, A.R., Purdie, C.A., Harrison, D.J., Morris, R.G., Bird, C.C., Hooper,

M.L., and Wyllie, A.H. (1993). Thymocyte apoptosis induced by p53-depen-

dent and independent pathways. Nature 362, 849–852.

Cooks, T., Harris, C.C., and Oren, M. (2014). Caught in the cross fire: p53 in

inflammation. Carcinogenesis 35, 1680–1690.

Cortez, M.A., Ivan, C., Valdecanas, D., Wang, X., Peltier, H.J., Ye, Y., Araujo,

L., Carbone, D.P., Shilo, K., Giri, D.K., et al. (2015). PDL1 Regulation by p53

via miR-34. J. Natl. Cancer Inst. 108, 108.

Crawford, L.V., Pim, D.C., and Bulbrook, R.D. (1982). Detection of antibodies

against the cellular protein p53 in sera from patients with breast cancer. Int. J.

Cancer 30, 403–408.

Danilova, N., Sakamoto, K.M., and Lin, S. (2008). p53 family in development.

Mech. Dev. 125, 919–931.

de Oliveira, G.A., Rangel, L.P., Costa, D.C., and Silva, J.L. (2015). Misfolding,

aggregation, and disordered segments in c-Abl and p53 in human cancer.

Front. Oncol. 5, 97.

Dejosez, M., Ura, H., Brandt, V.L., and Zwaka, T.P. (2013). Safeguards for cell

cooperation inmouse embryogenesis shown by genome-wide cheater screen.

Science 341, 1511–1514.

DeLeo, A.B., Jay, G., Appella, E., Dubois, G.C., Law, L.W., andOld, L.J. (1979).

Detection of a transformation-related antigen in chemically induced sarcomas

and other transformed cells of the mouse. Proc. Natl. Acad. Sci. USA 76,

2420–2424.

Deneberg, S., Cherif, H., Lazarevic, V., Andersson, P.O., von Euler, M., Julius-

son, G., and Lehmann, S. (2016). An open-label phase I dose-finding study of

APR-246 in hematological malignancies. Blood Cancer J. 6, e447.

Dewhurst, S.M., McGranahan, N., Burrell, R.A., Rowan, A.J., Grönroos, E., En-

desfelder, D., Joshi, T., Mouradov, D., Gibbs, P., Ward, R.L., et al. (2014).

Tolerance of whole-genome doubling propagates chromosomal instability

and accelerates cancer genome evolution. Cancer Discov. 4, 175–185.

Donehower, L.A., Harvey, M., Slagle, B.L., McArthur, M.J., Montgomery, C.A.,

Jr., Butel, J.S., and Bradley, A. (1992). Mice deficient for p53 are developmen-

tally normal but susceptible to spontaneous tumours. Nature 356, 215–221.

Duan, L., Perez, R.E., Davaadelger, B., Dedkova, E.N., Blatter, L.A., and Maki,

C.G. (2015). p53-regulated autophagy is controlled by glycolysis and deter-

mines cell fate. Oncotarget 6, 23135–23156.

1074 Cell 170, September 7, 2017



Eijkelenboom, A., and Burgering, B.M. (2013). FOXOs: signalling integrators

for homeostasis maintenance. Nat. Rev. Mol. Cell Biol. 14, 83–97.

Eischen, C.M. (2016). Genome stability requires p53. Cold Spring Harb. Per-

spect. Med. 6, 6.

el-Deiry, W.S., Tokino, T., Velculescu, V.E., Levy, D.B., Parsons, R., Trent,

J.M., Lin, D., Mercer, W.E., Kinzler, K.W., and Vogelstein, B. (1993). WAF1, a

potential mediator of p53 tumor suppression. Cell 75, 817–825.

Ellebaek, E., Engell-Noerregaard, L., Iversen, T.Z., Froesig, T.M., Munir, S.,

Hadrup, S.R., Andersen, M.H., and Svane, I.M. (2012). Metastatic melanoma

patients treated with dendritic cell vaccination, Interleukin-2 and metronomic

cyclophosphamide: results from a phase II trial. Cancer Immunol. Immunother.

61, 1791–1804.

Emerling, B.M., Hurov, J.B., Poulogiannis, G., Tsukazawa, K.S., Choo-Wing,

R., Wulf, G.M., Bell, E.L., Shim, H.S., Lamia, K.A., Rameh, L.E., et al. (2013).

Depletion of a putatively druggable class of phosphatidylinositol kinases in-

hibits growth of p53-null tumors. Cell 155, 844–857.

Espinosa, J.M., Verdun, R.E., and Emerson, B.M. (2003). p53 functions

through stress- and promoter-specific recruitment of transcription initiation

components before and after DNA damage. Mol. Cell 12, 1015–1027.

Feng, Z., Zhang, C., Kang, H.J., Sun, Y., Wang, H., Naqvi, A., Frank, A.K.,

Rosenwaks, Z., Murphy, M.E., Levine, A.J., and Hu, W. (2011). Regulation of

female reproduction by p53 and its family members. FASEB J. 25, 2245–2255.

Finlay, C.A., Hinds, P.W., and Levine, A.J. (1989). The p53 proto-oncogene can

act as a suppressor of transformation. Cell 57, 1083–1093.

Fischer, M. (2017). Census and evaluation of p53 target genes. Oncogene 36,

3943–3956.

Freed-Pastor, W.A., and Prives, C. (2012). Mutant p53: one name, many pro-

teins. Genes Dev. 26, 1268–1286.

Freed-Pastor, W.A., Mizuno, H., Zhao, X., Langerød, A., Moon, S.H., Rodri-

guez-Barrueco, R., Barsotti, A., Chicas, A., Li, W., Polotskaia, A., et al.

(2012). Mutant p53 disrupts mammary tissue architecture via the mevalonate

pathway. Cell 148, 244–258.

Friedler, A., Hansson, L.O., Veprintsev, D.B., Freund, S.M., Rippin, T.M., Niko-
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Serrano, M. (2004). The absence of p53 is critical for the induction of apoptosis

by 5-aza-20-deoxycytidine. Oncogene 23, 735–743.

1076 Cell 170, September 7, 2017



Olive, K.P., Tuveson, D.A., Ruhe, Z.C., Yin, B., Willis, N.A., Bronson, R.T.,

Crowley, D., and Jacks, T. (2004). Mutant p53 gain of function in two mouse

models of Li-Fraumeni syndrome. Cell 119, 847–860.

Olivier, M., Hollstein, M., and Hainaut, P. (2010). TP53mutations in human can-

cers: origins, consequences, and clinical use. Cold Spring Harb. Perspect.

Biol. 2, a001008.

Olivos, D.J., and Mayo, L.D. (2016). Emerging non-canonical functions and

regulation by p53: p53 and stemness. Int. J. Mol. Sci. 17, 17.

Pappas, K., Xu, J., Zairis, S., Resnick-Silverman, L., Abate, F., Steinbach, N.,

Ozturk, S., Saal, L.H., Su, T., Cheung, P., et al. (2017). p53 maintains baseline

expression of multiple tumor suppressor genes. Mol. Cancer Res. 15,

1051–1062.

Parrales, A., and Iwakuma, T. (2015). Targeting oncogenic mutant p53 for can-

cer therapy. Front. Oncol. 5, 288.

Pearson, B.J., and Sánchez Alvarado, A. (2010). A planarian p53 homolog reg-

ulates proliferation and self-renewal in adult stem cell lineages. Development

137, 213–221.

Pfister, N.T., Fomin, V., Regunath, K., Zhou, J.Y., Zhou, W., Silwal-Pandit, L.,

Freed-Pastor, W.A., Laptenko, O., Neo, S.P., Bargonetti, J., et al. (2015).

Mutant p53 cooperates with the SWI/SNF chromatin remodeling complex to

regulate VEGFR2 in breast cancer cells. Genes Dev. 29, 1298–1315.
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SUMMARY

Assigning behavioral functions to neural structures
has long been a central goal in neuroscience and is
a necessary first step toward a circuit-level under-
standing of how the brain generates behavior. Here,
we map the neural substrates of locomotion and
social behaviors for Drosophila melanogaster using
automated machine-vision and machine-learning
techniques. From videos of 400,000 flies, we quanti-
fied the behavioral effects of activating 2,204 genet-
ically targeted populations of neurons. We combined
a novel quantification of anatomy with our behavioral
analysis to create brain-behavior correlation maps,
which are shared as browsable web pages and inter-
active software. Based on thesemaps, we generated
hypotheses of regions of the brain causally related to
sensory processing, locomotor control, courtship,
aggression, and sleep. Our maps directly specify ge-
netic tools to target these regions, which we used to
identify a small population of neurons with a role in
the control of walking.

INTRODUCTION

To address the fundamental question of how nervous systems

generate behavior, we must first identify which neurons consti-

tute the neural circuits generating these behaviors. In model

organisms like Drosophila melanogaster, if we furthermore

obtain genetic access to these neurons, we can leverage power-

ful genetic tools for manipulating and recording neural activity

(Owald et al., 2015; Sivanantharajah and Zhang, 2015) to probe,

observe, and ultimately understand the neural computations that

give rise to behavior. Comprehensive functional mapping of

each neuron to its behavioral roles is difficult, even in model

organisms, because of the scales involved: hundreds of thou-

sands of interconnected neurons and approaching-infinite vari-

ety of behavior. To create a map of the neural substrates of a

single behavior would require the ability to monitor neural activity

at the resolution of individual cells across the entire brain in freely

behaving animals. Calcium imaging (Ahrens et al., 2013; Seelig

and Jayaraman, 2013), calcium integrators (Fosque et al.,

2015), and related approaches (Randlett et al., 2015) have

recently been used to measure neural activity in large neuronal

populations of behaving animals. As yet, these approaches are

limited in at least one of the following ways: the need to restrain

the animal or study a single behavior, spatial extent, sensitivity,

and spatial and temporal resolution. A complementary method

for mapping the neural substrates of behavior, with different

strengths and weaknesses, is to manipulate neural activity and

observe the behavioral effects. Here, we synthesized whole-

brain-behavior maps by combining the results of manipulating

activity in thousands of small neural populations across the brain

in hundreds of thousands of animals. To make these maps of the

neural substrates of behavior, we have taken an approach

analogous to early stimulation experiments used to map so-

matosensory cortex (Penfield, 1950), usingmodern genetic tools

to activate thousands of sparse populations of neurons, and

machine-vision and machine-learning methods to extract

behavior-anatomy maps from the resulting mass of data. These

maps can serve as a guide for future mechanistic and functional

studies of the neural substrates of behavior.

We leveraged a powerful resource available in Drosophila: a

collection of thousands of GAL4 driver lines, each providing con-

trol over activity in the same neuronal populations across individ-

uals (Jenett et al., 2012). These neuronal populations consist of

tens to hundreds of (often) functionally unrelated cell types

across the brain (Pfeiffer et al., 2008). While this feature of

GAL4 lines is often viewed as a limitation, it implies that many

lines will have overlapping expression, a fact we exploit to accu-

mulate evidence to identify the neural substrates of a behavior.

As these driver lines often have expression in multiple regions

throughout the brain, we could efficiently test the role of all brain

regions by systematically assaying the locomotor and social

behavior of flies across a large collection of driver lines. To this

end, we quantified the behavioral effects of neuronal activation

for over 400,000 flies across 2,204 GAL4 lines, resulting in over

100 billion annotations of behavior. The size of this dataset—

over 500 TB of video data—necessitated automation, and we

developed computer-vision-based methods to quantitatively

profile the behavioral effects of activation.We furthermoremined

high-resolution, volumetric images of the GAL4 driver line

expression patterns to create a new subdivision of the fly brain

into genetically defined subcompartments, then automatically

identified which GAL4 lines targeted each neuronal subcompart-

ment. We developed an analytical framework for combining

Cell 170, 393–406, July 13, 2017 ª 2017 Elsevier Inc. 393

mailto:bransonk@janelia.hhmi.org
http://dx.doi.org/10.1016/j.cell.2017.06.032


these large, quantitative behavior and anatomy datasets, the re-

sults of which were brain-wide maps of the neural substrates for

a broad range of behavior phenotypes.

These maps identify distinct neural substrates for the control

of at least six behavior features (increased walking, jumping,

backing up, wing-grooming, female aggression, andwing angle).

They can contain multiple behavior-circuit components, as in the

case of the increased walking map, and thus facilitate a circuit-

level understanding of behavior control. Additionally, these

maps allow immediate identification of genetic tools to further

test and investigate the proposed structure-function relation-

ships. We demonstrate how our maps can be used to create

sparse, intersectional genetic driver lines targeting specific sub-

populations of neurons within the map. To foster the systematic

identification and investigation of many more behavior-anatomy

relationships throughout the brain, we created searchable web-

sites and interactive software.

RESULTS

Computer-Vision-Based Quantification of the Effects of
Neural Activation
2,204 GAL4 lines from the Janelia GAL4 collection were selected

for behavioral measurement (Table S1) based on their expres-

sion patterns, as imaged by the Janelia Fly Light project (Jenett

et al., 2012), prioritizing lines with sparser expression and

providing coverage of the entire brain (Figure S1). To genetically

activate subsets of neurons, we used the GAL4-UAS system to

target expression of the temperature-sensitive dTRPA1 cation

channel. For each of these lines, we recorded approximately

eight videos of mixed-sex groups of �20 flies freely behaving

in a Fly Bowl (Simon and Dickinson, 2010), a shallow arena de-

signed to facilitate automatic tracking of groups of walking flies,

above the activating temperature for dTRPA1. Parameters of our

behavior assaywere chosen so that flies from our genetic control

(an empty GAL4 line crossed to the same effector) performed

both independent locomotion/foraging behaviors and social be-

haviors such as courtship, allowing us to see activation-induced

increases and decreases in activity and social behavior. Our Fly

Bowl apparatus and custom data-capture software were opti-

mized for high-throughput, high-fidelity, consistent behavior

data collection (Figures 1A, 1B, and S2A; Method Details). Using

this system, we collected data at a rate of up to 116 videos from

25 GAL4 lines per day and recorded and curated in total 20,288

1,000 s videos at 30.3 fps (>500 TB of uncompressed data) over

a 1.5-year period. The data collected were sufficiently stereo-

typed that we could use identical parameters for all analyses,

and retests of each GAL4 line produced consistent behavioral

measurements.

We used fully automated computer vision methods to mea-

sure a broad range of detailed statistics of the flies’ locomotion

and social behavior at scale. We automatically tracked the

body position, orientation, and wing positions and classified

the sex of each fly in each video (Figures 1C and S2B–S2D;

Method Details) (Branson et al., 2009). From these trajectories,

we computed a suite of 128 hand-engineered features, termed

per-frame features, that captured behaviorally relevant, contin-

uous properties of the flies’ instantaneous poses and move-

ments in each frame, such as the instantaneous speed, the

distance to the closest fly, and the angle between the two wings

(Figure 2A; Method Details; Table S2) (Kabra et al., 2013).

We created 14 automatic behavior classifiers for locomotion

behaviors (walk, stop, back up, crabwalk, pivot-tail, pivot-cen-

ter, jump, righting, wing grooming) and social behaviors (chase,

touch, wing extension, attempted copulation, wing flick) (Fig-

ure 2B; Method Details; Movie S1), chosen based on our initial

observations of control-line behavior and previously described

components of courtship (Yamamoto and Koganezawa, 2013).

While this description of fly behavior is not complete, 84% of

control-line frames fell into at least one of these categories.

Figure 1. Behavior Video Data Collection and Tracking

(A) Schematic diagram of the Fly Bowl behavior rig. Each of our two rigs consisted of four walking arenas that can be used in parallel; diagram shows a cross-

section through the two nearest arenas. i: A camerawith an IR-pass filter was positioned above each arena. ii: Visible light was provided by LED lights and diffused

through iii, a thin sheet of white acrylic. iv: A cylinder with white paper inside and black-out material outside provided a constant visual surround. v: A sheet of glass

coatedwith Sigmacote provided a low, slippery ceiling to the arenas. vi: The arenasweremilled into a sheet of polycarbonate, eachwith a diameter of 127mmand

a center height of 3.5mm. To reduce the amount of time spent at the edges, each arena has slopedwalls (Simon andDickinson, 2010). vii: A panel of near-IR LEDs

provided bright, constant illumination to the camera that was invisible to the flies.

(B) Collected video. Each video consisted of �30,000 102431024 pixel frames of �10 male and �10 female flies.

(C) Example results of automatic tracking of flies’ bodies andwings.We usedCtrax (Branson et al., 2009) to automatically track the flies and fit directed-ellipses to

their bodies in each frame (size and orientation indicated by triangles; color indicates identity). The sex of each fly was classified automatically based on fit-ellipse

area (M, male; F, female). Thin lines indicate wing angles tracked using custom MATLAB software.
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The automatic classifiers were trained using JAABA, an interac-

tive machine-learning tool (Kabra et al., 2013), to match our

behavior definitions. Here, we manually labeled the behaviors

the flies were performing in a small set of frames, and the

machine-learning algorithm learned classifiers that could auto-

matically reproduce these manual labels. To ensure that the

classifiers were accurate across all the behaviorally diverse lines

assayed, we used JAABA’s interactive training framework to iter-

atively add training labels for lines selected based on several

heuristics (Method Details). On average, to train each classifier,

we labeled 9,000 frames from 750 contiguous bouts, nine

videos, and eight lines (Table S3). To our knowledge, this is the

largest, most diverse dataset to which machine-vision-based

behavior classification has been applied. Averaging across be-

haviors and GAL4 lines, the classifiers’ per-frame average accu-

racy was 97.6%, measured comparing the automatic classifiers’

predictions to human annotations on videos from each of 5–23

representative GAL4 lines (Figures 2C and S3A; Method Details;

Table S4).

By combining time series of per-frame features and behavior

classifications for a given video, we computed 203 statistics

to describe the behavior of the population, such as the

fraction of time the flies spent walking, the average speed

of the flies, and the average speed of the flies while walking

C

B

A

D

Figure 2. Automated Quantification of Behavior

(A) Example per-frame feature time series for one fly for 20 s. Per-frame features are simple, engineered functions of the trajectories.

(B) Automatic behavior classification results for the same fly and time interval as (A). Each row and color corresponds to a different behavior classifier. Color

indicates that the classifier predicted that the behavior was occurring.

(C) Accuracy of automated behavior classifiers. We quantified the classifiers’ precision for each behavior classifier—for all frames predicted by the classifier to be

of a given class, what fraction were also manually labeled to be of that class? Positive, Negative class refers to frames for which the behavior is, is not occurring,

resp. We report precision (Prec.), computed across all frames and lines annotated, and the number of frames predicted as positive and negative (N, number of

points from which precision is computed). Per-line results are in Table S4.

(D) Example population-level behavior statistics (x axis) for line R82E08, computed from both per-frame features (A) and behavior classifications (B). y axis in-

dicates the signed number of control standard deviations different from control mean. Circles corresponds to videos, squares to retests of the line at different

times of year from different crosses, and black horizontal lines to the line-level mean. Across retests, R82E08 spendsmore time performing social behaviors, e.g.,

attempted copulation, wing extension, and chase. ‘‘Unclassified’’ is the fraction of time when behavior is not classified as any of our 14 behaviors. Data was

clipped at 60 standard deviations.
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Figure 3. Behavioral Effects of Neural Activation

(A) i: Table of behavioral effects of neural activation for all 2,205 GAL4 lines assayed. Rows correspond to line-level behavior statistics (Table S6), columns to

GAL4 lines. Color indicates how much higher (red) or lower (blue) the behavior statistic was for the line than control. Lines are sorted to highlight behavioral

similarities. ii: Number of GAL4 lines that had significantly larger (red) and smaller (blue) values for each of the behavior statistics shown (FDR [false discovery

rate] % 0.1). iii: Zoom-in of green box in i.

(legend continued on next page)
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(Figures 2D and 3A; Method Details; Tables S5 and S6). These

statistics were hand engineered without looking at the results

of the screen and included measures we hypothesized might

be independently modulated. We obtained line-level statistics

by averaging in a manner chosen to account for the strengths

of dependencies: the approximately four videos recorded simul-

taneously from the same cohort were more similar than the

approximately two biological replicates of the same line

recorded at different times of the year (Figures 2D and 3B;

Method Details). Each line-level behavior statistic was the

average of �4 million per-fly, per-frame measurements of

behavior and, as measurement noise averaged out, were accu-

rate and consistent across retests (Figures S3B and S3C). This

allowed our analyses to be sensitive to smaller changes than

were apparent to the human eye; for example, our analyses of

walking behavior used increases in walking rates of under 5%.

To measure behavior changes due to neural activation, we

compared the measurements for each GAL4 line to those from

a genetic control (Figures 3A and 3C; Method Details). For

each behavior statistic, we computed both the statistical signif-

icance (Method Details) and the magnitude of the effect of acti-

vation in terms of the signed number of standard deviations from

control. Figure 3A summarizes the effects of neural activation for

all 2,205 lines assayed and a subset of the behavior statistics.

As we measured the effects of activation for a large, unbiased

sample of neuronal populations, patterns in the observed behav-

ioral effects may be informative about how behavior is modu-

lated by, and thus its representation in, the nervous system.

Many of our behavior measurements were strongly correlated

or anti-correlated (Figures 3D, 3E, and S4A). Some correlations

were a result of our behavior definitions; e.g., fraction of time

stopped and average speed are necessarily anti-correlated.

Other correlations were a result of the structure of fly behavior;

e.g., fraction of time chasing and attempting copulation are

highly correlated (Figures 3D, 3E, S4A, and S4B). Both across

retests of the control line and across GAL4 lines, behavior ap-

peared to be most commonly modulated on the axes of activity

level (e.g., fraction of time stopped) and howmuch the flies inter-

acted (e.g., average inter-fly distance). Indeed, the first two prin-

cipal components of the line-versus-behavior matrix (Figure 3A)

corresponded to these two properties (Figures 3G, 3H, S4D, and

S4E). Furthermore, we observed significant differences in these

properties for many lines (60% of lines showed a significant dif-

ference in fraction of time stopped, 40% in inter-fly distance, Fig-

ure 3A, ii). For both properties, we observed lines with extreme

values (flies that rarely moved and flies that rarely stopped, flies

that clustered together and flies that actively avoided each other;

Method Details), as well as for every value in between.

Groups of behavior measures that were strongly correlated

across control retests (Figure 3D) were usually modulated

together by neural activation as well, and the correlation struc-

ture across control line retests and across GAL4 lines was

remarkably similar (Figures 3D–3F, and S4A–S4C). For example,

it was the rare exception to evoke male chasing without also

evoking other courtship behaviors such as attempted copulation

(though such exceptions did occur; Figure S4B). Similarly, loco-

motion behaviors were modulated together; e.g., increases in

walking were accompanied by increases in turning (Figure S4B).

We were surprised by how common it was to observe behav-

ioral effects of activation, despite the sparsity of the expression

patterns of the lines we assayed; based on our sensitive quanti-

tative analyses, we observed a significant difference for at least

one behavioral statistic for 98% of the GAL4 lines (FDR % 0.1;

Method Details). We observed a variety of extreme phenotypes,

including lines that jumped up to 1003 more than control and

maintained large inter-fly distances (R68C07, R73E12), lines for

which males chased up to 203 more than control (R82E08,

R71G01), lines for which females chased over 20% of the time

(R26F09, R26E01), lines that groomed their wings over 53

more than control (R29E04, R73E01), a single line that copulated

(R34H05), and lines that stopped a large fraction of the time in

close proximity to other flies and pivoted around their centers

(R61C12, R66A06). The high rate of behavioral phenotypes sug-

gests that the activation of almost any subset of neurons can

generate a detectable change in behavior (due to direct as well

as indirect effects of activation); thus, our behavior dataset is

rich in information about the functional roles of neural structures.

However, this also presents a computational challenge for

discovering meaningful behavior-anatomy correlations and ne-

cessitates analyses that take advantage of automation.

As a resource for the neuroscience community, we have

created a website summarizing the measured behavioral effects

of activation for each GAL4 line (http://research.janelia.org/

bransonlab/FlyBowl/BehaviorResults). These webpages can

be searched by line name, allowing researchers who have iden-

tified anatomically interesting GAL4 lines to find behavioral

(B) Histogram across GAL4 lines of the total number of videos recorded.

(C) Histogram across GAL4 lines of the number of behavior statistics (out of the 22 shown in [A]) that a givenGAL4 line has a significantly higher (red) or lower (blue)

value for than control (FDR % 0.1).

(D) Spearman’s rank correlation coefficient between line-level behavior statistics across 762 retests of the control line (red indicates positive correlation, e.g.,

between attempted copulation and male chasing; blue indicates negative correlation, e.g., between stop and walk; and white indicates no correlation). Statistics

are sorted according to their hierarchical clustering, shown at the top. We give descriptive names to several clusters (colored bars) and indicate a few repre-

sentative behavior statistics for each (left). The same ordering is used in (E) and (F) and Figure S4A.

(E) As in (D), but for the 1646 GAL4 lines that are active (stopped less than 55% of the time). The correlation structure between control lines is similar to that of the

active lines.

(F) Differences in correlations between active GAL4 lines and control retests. Red indicates that correlation is significantly higher for the GAL4 lines than control

retests, blue that it is significantly lower (FDR % 0.1), white that correlation differences are not significant.

(G) Principal directions of behavioral effects of neural activation. Behavior vectors for all GAL4 lines projected onto their first two principal components. Dots

correspond to GAL4 lines, color indicates average fraction of time stopped (left) and inter-fly distance (D center, right). The black dot corresponds to the control

line, and gray circles to 1–3 standard deviations. The first component represents activity level, while the second represents how much the flies interacted.

(H) Amount of variance of GAL4-line behavior explained by its principal components.
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annotations of the effects of neural activation. Alternatively, they

can be indexed by any of our behavior statistics, allowing re-

searchers interested in a particular behavior to find GAL4 lines

that exhibit strong phenotypes for those behaviors upon neural

activation.

Mapping Behavior to Neural Anatomy
To find regions of the brain correlated with each behavior mea-

sure, we combined our behavior dataset with a novel quantifica-

tion of the neural expression pattern for each GAL4 line. As there

is no cell-type annotation of the Janelia GAL4 collection, we

developed a method to quantify expression pattern from 3D im-

ages of the expression pattern in the brain of each line (Jenett

et al., 2012) (Figures 4A and 4B). We aligned (Peng et al.,

2011) and normalized the expression pattern images so that,

across images and GAL4 lines, each voxel location corre-

sponded to approximately the same location in the brain, and

voxel intensity approximated our confidence that there was

expression at that location (Figures 4C and S5; Method Details).

For each of the 30 million voxels in the brain images, each rep-

resenting <1 mm3 of the brain, we could test for statistically sig-

nificant correlation across GAL4 lines between anatomical

expression (intensity) at that voxel location and a given behavior

measure. However, this amounts to performing 30 million hy-

pothesis tests, and correcting for the effects of this large

number of comparisons would require the original correlation

hypothesis tests to have extremely high significance. Thus, a

subdivision of the brain into larger regions was necessary. The

Drosophila brain has been partitioned into 68 named structures,

such as the mushroom body and the medulla, based on neuro-

anatomy (Ito et al., 2014). Thus, we could instead perform just 68

correlation hypothesis tests, one for each of these named

structures, in which expression for the region is computed by

averaging voxel intensities across the region. However, these

regions are large and imprecise, and averaging expression

across them obscured signal and resulted in incomplete, low-

resolution maps.

A

B C

Figure 4. Expression Pattern Image Pro-

cessing

(A) Maximum intensity projections (MIPs) of raw

image stacks of three dissected brain samples for

R26C06 (Jenett et al., 2012). GFP expression is in

green, and nc82 reference stain is in magenta. All

panels: scale bar, 50 mm.

(B) Histogram across GAL4 lines of the number of

image stacks combined to create the per-line

expression pattern.

(C) Raw image stacks are aligned, normalized,

averaged, and blurred to create a single image

stack for the GAL4 line.

To perform a reasonable number of

statistical tests, increase signal-to-noise

ratio, obtain high-resolution behavior-

anatomy maps, and improve speed, we

developed a novel segmentation of the

entire fly brain into 7,065 supervoxels—

spatially coherent clusters of voxels with

similar expression across the GAL4 lines. This clustering was

based on the assumption that if the expression for a pair of vox-

els was the same across most GAL4 lines, they might be part of

the same neuronal cell type or functional unit (Figures 5A and S7;

Method Details). The resulting segmentation shows correspon-

dence to known structures in the fly brain (Figures 5B–5D;

Data S1; Movie S2). For example, our segmentation consists of

layers in the medulla (Nern et al., 2015) and fan-shaped body

(Wolff et al., 2015) and annuli in the ellipsoid body (Wolff et al.,

2015). A similar methodology has been employed to discover

novel optic glomeruli (Panser et al., 2016) (Method Details).

We used this clustering of the entire fly brain to quantitatively

represent the neural expression pattern for each GAL4 line by

computing the average pixel intensity within each supervoxel

(Figure 6). Then, for a given behavior measure (e.g., walking

more than control), we tested whether, for each supervoxel,

there was a positive correlation between the behavior measure

and the neural expression across the GAL4 lines (Method

Details). We visualized the correlated neural regions by mapping

the p values of these correlation hypothesis tests back to the

supervoxel locations (Figure 7A; Movie S3), creating 3D maps

of the neural regions related to the behavior phenotype.

Combining information from thousands of lines allowed us to

find these correlations despite confounding factors—that multi-

ple regions of the brain are likely involved in a given behavior and

that the expression patterns of the majority of GAL4 lines likely

contain multiple cell types that interact (Figure 7B).

For each of the behavior statistics we measured, we made

such maps for unexpectedly high (e.g., wing grooming more

than control) and unexpectedly low values (e.g., wing grooming

less than control). In addition, we made behavior-anatomy maps

for combined behavior measures (e.g., stopping more but not

wing grooming more than control).

We can further analyze these maps by focusing on those lines

most important in producing high correlations (lines that both

have expression in some of the significantly correlated super-

voxels and show the given behavior phenotype; Method Details).
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We used these lines to automatically cluster the increased-

walking map (Figure 7A) based on expression correlation

between supervoxels (Figure S7A). The resulting clustering re-

vealed components of a putative visual information pathway

from the optic lobes, through the optic tubercles, to the bulb

and ellipsoid body (Figure 7C). Such a visual pathway has

been described in other insects (Pfeiffer et al., 2005; Träger

et al., 2008), and neurons in the ellipsoid body of Drosophila

have been shown to have visual response properties (Seelig

and Jayaraman, 2013). Our results imply that this visual circuit

feeds into the neuronal control of locomotion, and activation of

any component of it increases the probability of walking.

The lines most important in producing high correlations for a

selected neuronal region also provide direct and immediate ge-

netic access for further investigation of the observed behavior-

anatomy correlation. The intersectional split-GAL4 method can

be used to refine the expression patterns of these GAL4 lines

(Luan et al., 2006; Pfeiffer et al., 2010), creating more precise

genetic tools and potentially identifying the specific cell types

involved in neural control of the behavior. To demonstrate

this, we used the split-GAL4 intersectional strategy with GAL4

lines identified based on our increased-walking map (Figures

7D–7F) to discover a small population of R2/R4 ring neurons

in the ellipsoid body that were sufficient to elicit an increase

in walking probability (Figures 7D–7F and S7; Method Details;

Table S7). A role for these neurons in the control of walking is

consistent with earlier studies of structural mutations and

inactivation of ellipsoid body neurons, both of which caused

A B

C

D

Figure 5. Clustering the Fly Brain

(A) Illustration of voxel clustering distance function. For the voxel indicated by the red dot, we show in pseudocolor the distance to each other voxel (minimum

projection over z). Distances to voxels in related regions are smaller. Scale bar, 50 mm.

(B) Resulting clustering of brain into supervoxels. We show cross-sections of supervoxels at z = 72.5 mm; each supervoxel has a different, randomly selected

color. White box indicates location of zoomed-in region in right panel. Scale bar, 50 mm.

(C) As in (B), clustering for selected z-slices through 12 compartments. Regions outside the given compartment are darkened. Scale bars, 10 mm.

(D) Locations of each of the shown compartments (C) within the brain.
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locomotor deficits (Martı́n-Peña et al., 2014; Strauss and Hei-

senberg, 1993).

We discovered several other behavior-anatomy correlations

by exploring the data collected in our unbiased activation

study using our behavior-anatomy maps. We both identified

previously known structure-function relationships (Figures 8A

and 8B; Movie S3), further confirming the validity of our

method, and discovered novel correlations (Figures 8C–8G;

Movie S3), demonstrating the potential for identifying novel

neural substrates of behavior. We briefly describe these

maps next.

Our map of regions of the brain correlated with increased uni-

lateral wing extension by males (a component of courtship

behavior [Yamamoto and Koganezawa, 2013]; Figure 8A; Movie

S3) closely resembles the fruitless circuit in the protocerebrum

(Yu et al., 2010), neuronal regions previously demonstrated to

control courtship behavior. Also confirming the validity of our

approach, our map of regions of the brain correlated with an

Figure 6. Anatomical Expression Data

(A) Reduced-dimensional representation of the GAL4 expression pattern for R26C06 using the supervoxel clustering. i: High-dimensional representation of the

expression pattern for R26C06 at z = 72.5 mm. ii: Expression pattern overlaid on supervoxel clustering, with color indicating supervoxel and brightness indicating

expression. Expression appears constant within each supervoxel. Our low-dimensional representation is the average expression within each supervoxel.

iii: Reconstruction of original 30-million-dimensional expression pattern from 7,065-dimensional supervoxel representation, by setting the expression within an

entire supervoxel to its average. Right panel of i and iii appear similar.

(B) i: Table of anatomical expression levels for all GAL4 lines assayed (columns, ordered as in Figure 3A). Rows correspond to supervoxels, which are grouped by

compartment (Jenett et al., 2012). Row heights are set so each compartment has the same height. Darkness indicates amount of expression. Colored bar (left)

indicates the relative number of supervoxels in each compartment. ii: Number of GAL4 lines with expression in each supervoxel. As expression level is a number

between 0 and 1, we sum the total expression level values over lines, interpreting non-integer values as probabilities. These counts are mapped to supervoxel

location in Figure S1. iii: Zoom-in of orange box in i.

(C) For each GAL4 line, we computed the fraction of supervoxels with expression, i.e., how dense the expression pattern is (as in [B], interpreting non-integer

values as probabilities). We histogram this value across GAL4 lines.
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A B

EC

D F

Figure 7. Neural Correlates of Walking
(A) Regions of the brain significantly correlated with an increase in fraction of time spent walking (FDR% 0.25). For each supervoxel, we compute the significance

of the observed correlation between expression in the supervoxel and increase in fraction of time spent walking and color by this p value. We show the minimum

intensity projection. All panels: Scale bar, 50 mm.

(B) For two significantly correlated supervoxels, relationship between expression and walking behavior across GAL4 lines. Left: Supervoxel within cluster 3; right:

cluster 4. We plot expression level versus normalized increased-walking statistic (Method Details) for each GAL4 line (dots). Colored circles indicate lines shown

in (D). Red lines indicate average behavior score for GAL4 lines for sliding intervals of supervoxel expression level. While expression level andwalking behavior are

significantly correlated, we observe both lines in the upper-left of the plots for which other brain regions might be causing the behavior phenotype and lines in the

bottom-right for which activation of other brain regions may be masking the behavior phenotype.

(C) Clustering of significantly correlated regions of the increased-walking map (p % 0.005) into substructures (Method Details). We indicate locations of i: optic

lobe, ii: optic tubercle, iii: bulb, and iv: ellipsoid body.

(D) For each cluster in (C), we show MIPs of expression patterns for lines important in creating the behavior-anatomy correlation for the cluster (those with the

highest product of behavior score and average anatomy score over all supervoxels in the cluster).

(E) Boxplot of fraction of time walking for each of the 20 split-GAL4 lines created from parental lines important in creating the behavior-anatomy correlation for

cluster 4. Asterisks indicate significant increases compared to control (Mann-Whitney test, p < 0.05 with Bonferroni correction, number of videos ranged from 6 to

22 [Table S7]); boxes indicate 25th and 75th percentiles of data; pluses indicate points outside whiskers. Red indicates split lines shown in (F).

(F) MIPs of expression patterns for split-GAL4 lines with expression in the R2/R4 ring neurons. Arrows indicate parental lines used to create split-half lines.
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Figure 8. Behavior-Anatomy Correlation Maps

(A–G) Each panel corresponds to a different behavior phenotype. For each, we show:

i: Cartoon illustrating the behavior phenotype.

ii: A map of brain regions significantly correlated with the behavior phenotype (FDR % 0.25, as in Figure 7A).

iii: Left: Average expression pattern for lines important in creating the significant behavior-anatomy correlations shown in ii (p% 0.005). Right: Selected important

lines. All: MIPs for which intensity indicates maximum expression level and hue indicates depth at this maximum (anterior, red; posterior, blue). No average shown

in panels (A) and (D). Average shown in (B) corresponds to a selected cluster of supervoxels.

Scale bars, 50 mm.
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approximate measure of increased sleep (Figure 8B; Method

Details) identified a cell type with morphology similar to a subset

of a previously identified heterogeneous population of neuromo-

dulatory neurons involved in sleep, circadian rhythms, and

feeding (Cavanaugh et al., 2014; Dus et al., 2015; Foltenyi

et al., 2007).

While components of the motor circuits of escape in the fly

(jumping) have been well described (Hale et al., 2016), the visual

inputs to these circuits are not. Our increased-jumping map (Fig-

ure 8C) suggests several such inputs: lobular columnar (LC)

neurons with morphologies similar to those of types LC6, LC9,

and LC10 (Otsuna and Ito, 2006). Concurrent to our study,

using novel split-GAL4 lines targeting each LC type, Wu

et al. independently found a jumping activation phenotype for

LC6 neurons (Wu et al., 2016), confirming a portion of our

increased-jumping map.

The sparse increased-backing-up map (Figure 8D) indicates

that there is also a strong correlation between visual projection

neurons and the backing-up behavior, which may be an avoid-

ance or lower-intensity escape behavior. These maps contain

a previously undescribed LC neuron that projects to a region

close to the LC6 glomeruli and enters the ventrolateral proto-

cerebrum (VLPR) from the posterior side. Wu et al. concurrently

found a back-up activation phenotype for this cell type, which

they termed LC16 (Wu et al., 2016), confirming our increased-

backing-up map.

Female aggression has been described in flies (Nilsen et al.,

2004), but, unlike male aggression, its neural substrates have

not been well characterized. The map corresponding to an in-

crease in chasing (a phenotype of aggression) exclusively in fe-

males is very sparse (Figure 8E)—a single bilateral region in the

protocerebrum. Besides this increase in female chasing, we

also observed that, for lines important for this map, females per-

formed other aggressive behaviors such as low-posture fencing,

shoving, and headbutting.

The map corresponding to increased wing grooming (Fig-

ure 8F) is similarly sparse and contains a single bilateral brain re-

gion within the antennal mechanosensory and motor center

(AMMC). There are two plausible alternatives for this observed

correlation. The first is causal: connectivity between antennal

and wing sensory-motor circuits in the ventral nerve cord

(VNC), which cause wing grooming. The second is correlational:

activation of a different population of neurons, one for which

GAL4 expression is genetically correlated with that in the

AMMC, causes wing grooming. This second hypothesis is sup-

ported by the fact that the AMMC receives multiple types of

mechanosensory input from the antenna, and proteins of me-

chanosensory transduction are shared across many sensory

organs (Walker et al., 2000). To investigate this, we examined

VNC images for lines important to the wing-grooming map (Fig-

ure S8).While there appears to be expression in thewing sensory

neuropil of at least three to five lines, there does not appear to be

a common neuronal cell-type throughout. Such images of VNC

expression exist for many of the lines we assayed; thus, our

methodology could be extended to the VNC, an interesting di-

rection for future research.

The regions of the brain most correlated with the flies’ wings

being held out are within the subesophageal zone (SEZ) (Fig-

ure 8G). While interactions between feeding and locomotion cir-

cuits in the VNC have been described (Mann et al., 2013;

Schoofs et al., 2014), this map suggests a novel role for circuits

within the SEZ in wing motor control and is congruous with evi-

dence that the SEZ has dense innervation by descending neu-

rons (Hsu and Bhandawat, 2016) that connect the brain and

the VNC, where wing motor control circuits are located.

These and other behavior-anatomy correlations suggested by

our whole-brain maps will be a source of hypotheses for future

research in Drosophila neurobiology. As we can create maps

not only for the 203 behavior statistics we measured but also

for combinations of them, the number of behavior-anatomy

maps to explore is practically unlimited. To allow researchers

to explore our data, we have created the Browsable Atlas of

Behavior-Anatomy Maps (BABAM) software that allows users

to select behavior measures and generate behavior-anatomy

maps (Data S1; https://kristinbranson.github.io/BABAM/; Movie

S4). BABAM allows users to explore maps in a variety of ways.

Following our analysis of the increased-walking map, they can

further cluster the correlated regions of the map (Figure 7C)

and explore subregions of a given map. Users can find the

GAL4 lines that contribute most to the correlation between a

selected behavior and supervoxel or cluster of supervoxels

and access the per-line web pages describing their behavior

and anatomy. Finally, they can examine the supervoxel clus-

tering of the brain. This software will facilitate testing of our

structure-function hypotheses by refining expression using the

intersectional split-GAL4 strategy, activating and silencing using

other effectors, and/or neural recording.

DISCUSSION

In this work, we used machine-vision and machine-learning

methods to quantify the behavioral effects of neural activation

for thousands of GAL4 lines with overlapping expression in mul-

tiple, often unrelated, cell types. When activating multiple cell

types with distinct behavioral roles, it is likely that behavioral ef-

fects will combine complexly; for example, behavioral effects of

one cell type couldmask another’s. By using this large dataset to

jointly analyze the effects of neural activation across many lines

with overlapping expression, we were able to find the same,

sometimes subtle, behavioral effects in multiple lines with re-

gions of common expression and thus develop testable hypoth-

eses of the neural substrates of a variety of locomotion and

social behaviors across the entire Drosophila brain.

These behavior-anatomy maps both recapitulate known and

suggest novel structure-function relationships. Novel relation-

ships we discovered include a putative visual information

pathway from the optic lobes to the central complex involved

in production of walking behavior, visual output neurons involved

in escape and avoidance behavior, a subregion of the protocere-

brum involved in female aggression, a subregion of the AMMC

involved in wing grooming, and a subregion of the SEZ involved

in controlling wing position. Our study resulted in thousands

such behavior-anatomy maps, which we share with the neuro-

science community in the form of our interactive atlas software.

This software allows the user to identify GAL4 lines most impor-

tant in creating a selected region of a map, allowing one to gain
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genetic access to sparse neuronal populations within a map.

Using these GAL4 lines and lines derived from them via split-

intersectional strategies, one can target effectors, markers,

and activity indicators to these cells, allowing researchers to

manipulate and record activity, test the hypothesized relation-

ship, and further investigate the behavior circuit. Taken together

with efforts to find and identify neuronal cell types in these GAL4

lines (Chiang et al., 2011; Costa et al., 2016; Panser et al., 2016),

our functional description of the fly brain will enhance the pace of

research tackling neural circuit mechanisms.

Our work builds upon a long history of behavior screens in

model organisms, from genetic screens elucidating the molecu-

lar and genetic bases of behavior to more recent, genetically tar-

geted neural activation and silencing screens in Drosophila to

identify cellular and circuit mechanisms of behavior control

(Owald et al., 2015). Recent behavioral screens of large GAL4

collections have resulted in the identification of behavioral roles

for a handful of neurons (Hampel et al., 2015; Hoopfer et al.,

2015; Triphan et al., 2016; von Philipsborn et al., 2011). Each

of these studies were focused on a single behavior and only pro-

vided careful behavior quantification for a few ‘‘hits’’ from their

screens. In contrast, we have created a searchable, detailed

quantification of the effects of activation for a broad range of

behaviors across all 2,204 GAL4 lines assayed. Most similarly,

activation phenotypes of 1,054 GAL4 lines were quantified in

Drosophila larvae but without analysis of the neural anatomy

of those lines (Vogelstein et al., 2014). Our work uniquely com-

bines analysis of the behavioral effects of activation and quanti-

fication of the anatomical expression patterns to discover

correlations between behavior and anatomy: a brain-wide atlas

of behavior-anatomy maps.

We collected, to our knowledge, the largest-to-date video

behavior dataset as part of this study. It describes the behavioral

effects of perturbing the neural activity of thousands of sets of

neurons throughout the nervous system. As such, characteris-

tics of the space of behavioral effects may be indicative of the

structure and organization of behavior and its neural representa-

tion. Despite the sparsity of the expression patterns, we

observed significant behavioral effects of activation for a large

fraction of GAL4 lines. However, in other ways, for the majority

of lines, the behavior statistics we measured were surprisingly

normal. We rarely observed abnormal correlations between our

measured behavior statistics. Instead, the correlational structure

across GAL4 lines was similar to that across retests of our

control. This suggests that behavior modules (e.g., courtship,

foraging, escape) were more commonly modulated by neural

activation, as opposed to individual behavior components within

these modules (e.g., chasing and wing extension, walking and

turning, jumping and backing up). One explanation is that

many of the effects we observed were from sensory or near-sen-

sory neural populations, or neurons that affect the concentra-

tions of neuromodulators, which then affect large downstream

populations of neurons—entire behavior modules. Alternatively,

one could speculate that the observation that GAL4 line behavior

remains within the low-dimensional manifold of normal fly

behavior is evidence that neural activity is also regulated to

remain within a low-dimensional manifold. By exciting a small

population of neurons, we push neural activity away from this

manifold, and one could envision homeostatic mechanisms

that pull neural activity back to the closest point on the manifold

by compensatory changes in other neurons involved in the

behavior module. Low-dimensional neural dynamics during

locomotion behaviors have been observed previously in the

C. elegans (Kato et al., 2015). In the fly, two of the major axes

of this manifold, according to our measures of behavior, are ac-

tivity and interaction levels, the most important features for

describing the effects of activation. A potentially fruitful direction

of future research is thus to activate sparse neuronal populations

suggested by our study and observe the resulting neural dy-

namics across large populations via calcium imaging. For two

lines with seemingly unrelated expression patterns but similar

behavior, do we observe similar neural activity patterns upon

activation? How does neural activity after activation compare

to activity observed in control flies in different environments

and states?

An important qualification to the results of this study is that

they are based on potentially nonphysiological patterns of neural

activity—those induced by several minutes of continuous excita-

tion via the dTrpA effector of multiple, possibly unrelated, neu-

rons. However, as our maps are based on activation effects

across many GAL4 lines, they should be less susceptible to

irregularities in any single line. Because dTrpA perturbations, in

addition to direct effects, will also yield phenotypes due to

nonspecific network effects, future experiments will be neces-

sary to establish a causal role for identified brain regions. How-

ever, dTrpA activation has been used previously to successfully

identify neural substrates of behavior (Hampel et al., 2015;

Hoopfer et al., 2015; von Philipsborn et al., 2011). A second qual-

ification of our results is that they are based on correlational an-

alyses, which are not necessarily causal. For example, if there is

a strong genetic correlation in expression between region A,

which controls a behavior, and one region B, which does not,

there will still be a correlation between expression in B and the

behavior. However, we rarely observed genetic correlations in

expression between regions not known or suspected to be func-

tionally related. For example, in Figure S7A, we observe expres-

sion correlation between the selected supervoxel in the crepine

and other regions in the central complex. Genetic correlations in

expression can be investigated using our interactive software

(Movie S4). The structure-function hypotheses suggested by

our analyses should be followed up using intersectional genetic

techniques, silencing and manipulation with other effectors such

as temporally acute optogenetic activators, and/or neural re-

cordings. Our interactive software and web pages will facilitate

these follow-up experiments.

Further analyses of our dataset will reveal more about the

neural correlates of behavior and its organization, and we

make our data publicly available, in the raw video form, at the

level of per-fly trajectories and finally at the level of a condensed

matrix of per-line behavior statistics. From the videos and trajec-

tories, new behavior classifiers can be trained and applied to our

dataset using supervised machine learning (Kabra et al., 2013),

and new behavior modes and representations can be discov-

ered using unsupervised clustering or manifold learning tech-

niques (Berman et al., 2014; Schwarz et al., 2015; Vogelstein

et al., 2014). We believe that this data will be of interest to
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computational ethologists interested in understanding the

vocabulary and structure of behavior, neuroanatomists inter-

ested in cataloguing cell types, and machine-vision and ma-

chine-learning researchers interested in developing behavior

analysis techniques that are effective on such large, diverse

datasets. From our matrices of per-line behavior statistics and

per-line anatomical expression patterns, theorists could develop

brain-wide models predicting behavior from neural activity,

perhaps in combination with brain-wide electron-microscopy

connectomics and whole-brain calcium imaging data currently

being collected for Drosophila.
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Kato, S., Kaplan, H.S., Schrödel, T., Skora, S., Lindsay, T.H., Yemini, E., Lock-

ery, S., and Zimmer, M. (2015). Global brain dynamics embed the motor com-

mand sequence of Caenorhabditis elegans. Cell 163, 656–669.

Luan, H., Peabody, N.C., Vinson, C.R., and White, B.H. (2006). Refined spatial

manipulation of neuronal function by combinatorial restriction of transgene

expression. Neuron 52, 425–436.

Mann, K., Gordon, M.D., and Scott, K. (2013). A pair of interneurons influences

the choice between feeding and locomotion in Drosophila. Neuron 79,

754–765.

Martı́n-Peña, A., Acebes, A., Rodrı́guez, J.R., Chevalier, V., Casas-Tinto, S.,

Triphan, T., Strauss, R., and Ferrús, A. (2014). Cell types and coincident syn-

apses in the ellipsoid body of Drosophila. Eur. J. Neurosci. 39, 1586–1601.

Nern, A., Pfeiffer, B.D., and Rubin, G.M. (2015). Optimized tools for multicolor

stochastic labeling reveal diverse stereotyped cell arrangements in the fly vi-

sual system. Proc. Natl. Acad. Sci. USA 112, E2967–E2976.

Nilsen, S.P., Chan, Y.B., Huber, R., and Kravitz, E.A. (2004). Gender-selective

patterns of aggressive behavior in Drosophila melanogaster. Proc. Natl. Acad.

Sci. USA 101, 12342–12347.

Otsuna, H., and Ito, K. (2006). Systematic analysis of the visual projection neu-

rons of Drosophila melanogaster. I. Lobula-specific pathways. J. Comp. Neu-

rol. 497, 928–958.

Owald, D., Lin, S., and Waddell, S. (2015). Light, heat, action: neural control of

fruit fly behaviour. Philos. Trans. R. Soc. Lond. B Biol. Sci. 370, 20140211.

Panser, K., Tirian, L., Schulze, F., Villalba, S., Jefferis, G.S., Bühler, K., and

Straw, A.D. (2016). Automatic segmentation of Drosophila neural compart-

ments using GAL4 expression data reveals novel visual pathways. Curr. Biol.

26, 1943–1954.

Penfield, W. (1950). The supplementary motor area in the cerebral cortex of

man. Arch Psychiatr Nervenkr Z Gesamte Neurol Psychiatr 185, 670–674.

Peng, H., Chung, P., Long, F., Qu, L., Jenett, A., Seeds, A.M., Myers, E.W., and

Simpson, J.H. (2011). BrainAligner: 3D registration atlases of Drosophila

brains. Nat. Methods 8, 493–500.

Pfeiffer, B.D., Jenett, A., Hammonds, A.S., Ngo, T.T., Misra, S., Murphy, C.,

Scully, A., Carlson, J.W.,Wan, K.H., Laverty, T.R., et al. (2008). Tools for neuro-

anatomy and neurogenetics in Drosophila. Proc. Natl. Acad. Sci. USA 105,

9715–9720.

Pfeiffer, B.D., Ngo, T.T., Hibbard, K.L., Murphy, C., Jenett, A., Truman, J.W.,

and Rubin, G.M. (2010). Refinement of tools for targeted gene expression in

Drosophila. Genetics 186, 735–755.

Pfeiffer, K., Kinoshita, M., and Homberg, U. (2005). Polarization-sensitive and

light-sensitive neurons in two parallel pathways passing through the anterior

optic tubercle in the locust brain. J. Neurophysiol. 94, 3903–3915.

Randlett, O., Wee, C.L., Naumann, E.A., Nnaemeka, O., Schoppik, D., Fitzger-

ald, J.E., Portugues, R., Lacoste, A.M., Riegler, C., Engert, F., and Schier, A.F.

(2015). Whole-brain activity mapping onto a zebrafish brain atlas. Nat.

Methods 12, 1039–1046.

Renn, S.C., Armstrong, J.D., Yang, M., Wang, Z., An, X., Kaiser, K., and Ta-

ghert, P.H. (1999). Genetic analysis of the Drosophila ellipsoid body neuropil:

organization and development of the central complex. J. Neurobiol. 41,

189–207.

Schoofs, A., Hückesfeld, S., Schlegel, P., Miroschnikow, A., Peters, M., Zey-

mer, M., Spieß, R., Chiang, A.S., and Pankratz, M.J. (2014). Selection of motor

programs for suppressing food intake and inducing locomotion in the

Drosophila brain. PLoS Biol. 12, e1001893.

Schwarz, R.F., Branicky, R., Grundy, L.J., Schafer, W.R., and Brown, A.E.

(2015). Changes in postural syntax characterize sensory modulation and nat-

ural variation of C. elegans locomotion. PLoS Comput. Biol. 11, e1004322.

Seelig, J.D., and Jayaraman, V. (2013). Feature detection and orientation tun-

ing in the Drosophila central complex. Nature 503, 262–266.

Simon, J.C., and Dickinson, M.H. (2010). A new chamber for studying the

behavior of Drosophila. PLoS ONE 5, e8793.

Sivanantharajah, L., and Zhang, B. (2015). Current techniques for high-resolu-

tion mapping of behavioral circuits in Drosophila. J. Comp. Physiol. A Neuro-

ethol. Sens. Neural Behav. Physiol. 201, 895–909.

Strauss, R., and Heisenberg, M. (1993). A higher control center of locomotor

behavior in the Drosophila brain. J. Neurosci. 13, 1852–1861.
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SUMMARY

Patterns of daily human activity are controlled by
an intrinsic circadian clock that promotes �24 hr
rhythms in many behavioral and physiological pro-
cesses. This system is altered in delayed sleep phase
disorder (DSPD), a common form of insomnia in
which sleep episodes are shifted to later times mis-
aligned with the societal norm. Here, we report a he-
reditary form of DSPD associated with a dominant
coding variation in the core circadian clock gene
CRY1, which creates a transcriptional inhibitor with
enhanced affinity for circadian activator proteins
Clock and Bmal1. This gain-of-function CRY1 variant
causes reduced expression of key transcriptional
targets and lengthens the period of circadian molec-
ular rhythms, providing a mechanistic link to DSPD
symptoms. The allele has a frequency of up to
0.6%, and reverse phenotyping of unrelated families
corroborates late and/or fragmented sleep patterns
in carriers, suggesting that it affects sleep behavior
in a sizeable portion of the human population.

INTRODUCTION

The circadian clock is an internal self-sustained oscillator that

operates in organisms’ tissues and cells to align recurrent daily

changes in physiology and behavior with 24-hr environmental

cycles. In humans, dysfunction or misalignment of the circadian

clock with environmental cues alters the timing of the sleep-

wake cycle, leading to a variety of circadian rhythm sleep disor-

ders (American Academy of Sleep Medicine, 2005). Delayed

sleep phase disorder (DSPD), which is characterized by a persis-

tent and intractable delay of sleep onset and offset times relative

to the societal norm, represents the most commonly diagnosed

type of circadian rhythm sleep disorder, with an estimated prev-

alence of 0.2%–10% in the general population (Zee et al., 2013).

The wide range of prevalence estimates reflects heterogeneity in

the manifestation of the disorder as well as variation in the strin-

gency with which clinical diagnosis criteria are applied (Sack

et al., 2007; Weitzman et al., 1981). The pathophysiology of

DSPD remains obscure, with suspected causes including a dif-

ferential susceptibility of an individual’s circadian clock to envi-

ronmental entrainment cues such as the light/dark cycle and

altered properties of the oscillator itself that affect its period

length (Aoki et al., 2001; Campbell and Murphy, 2007; Chang

et al., 2009; Duffy et al., 2001; Micic et al., 2013).

The circadian clock is genetically encoded and susceptible to

modification by spontaneous or targetedmutation of the respec-

tive factors in animal models (Crane and Young, 2014; Lowrey

and Takahashi, 2011). In humans, rare genetic variations that

shorten circadian period are linked to familial advanced sleep

phase disorder (FASPD), a type of circadian rhythm sleep disor-

derwith habitual sleep timesearlier than the societal norm (Hirano

et al., 2016; Tohet al., 2001; Xuet al., 2005, 2007).Nocomparable

evidence has yet emerged for DSPD and the association of pro-

posed genetic polymorphisms with late chronotype, and DSPD

has remained controversial (Kripke et al., 2014). Yet, many clas-

sical twin studies have found a strong hereditary component to

chronotype preference in the range of 40%–50%, arguing for

an important role of genetic predisposition toDSPDetiology (Bar-

clay et al., 2010; Hur et al., 1998; Koskenvuo et al., 2007; Vink

et al., 2001). Here, we report a case of familial DSPD linked to a

dominant coding variation in cryptochrome circadian clock 1

(CRY1). This association is maintained in unrelated carrier fam-

ilies of theCRY1 variant. The studied allele encodes a CRY1 pro-

tein with an internal deletion, affecting its function as a transcrip-

tional inhibitor and causing lengthening of the circadian period.

RESULTS

Characterization of Intrinsic Circadian Rhythmicity in
the DSPD Proband
The clinical diagnosis of DSPD in the proband, subject ‘‘TAU11’’

(female, aged 46), was based on a sleep history and diagnostic

interview, chronotype questionnaires, and actigraphy combined

with a sleep log (Figure 1A). To better characterize the intrinsic

circadian behavior, the subject completed an in-laboratory study

during which sleep and core body temperature were continu-

ously monitored (Figure 1B). The protocol consisted of a 2-day

entrainment period with habitual sleep times derived from the

sleep log. Entrained phase was determined by salivary dim light
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Figure 1. Circadian Behavior of Control Subject ‘‘TAU18’’ and the DSPD proband ‘‘TAU11’’

(A) Double-plotted home actigraphy records. Red and blue triangles indicate in-bed/out-of-bed times, respectively, according to sleep logs. Asterisks indicate

Sundays.

(B) In-laboratory protocol: entrainment conditions on the first 4 days with sleep-log-based, habitual sleep times on entrainment days (EN) 1 and 2 and enforced

times in bed from 23:00 to 7:00 on EN3 and 4. Saliva samples for DLMO estimation were collected beginning at 18:00 on EN1 every 30min until bedtime. From the

fifth day on until the end of the study (free-run days FR1–14), subjects were kept under time-isolation conditions with instructions to sleep whenever so inclined.

Polysomnographic (PSG) sleep and core body temperature were recorded continuously throughout the study.

(C) Double-plotted sleep/wake behavior during the in-laboratory study. Colors denote sleep stage derived from PSG records (N1, turquoise; N2, green; N3, blue;

REM red). Gray areas indicate periods of missing PSG data during log-based time in bed. On the first and last study days, gray shading marks the beginning and

end of data acquisition. Arrow denotes DLMO. Asterisk denotes the beginning of the free-run.

(D) Analysis of sleep rhythmicity. Circadian rhythm parameters during the free-run were analyzed by X2 periodogram and fast Fourier transform (FFT) analysis,

which yielded period and amplitude, respectively.
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melatonin onset (DLMO) on the second entrainment night. This

was followed by 2 days of enforced time in bed from 23:00 to

7:00. At the end of the 4-day entrainment interval, the subject

entered a 14-day period of time isolation during which sleep

was permitted whenever so inclined (free-run).

Compared to a control subject of normal chronotype under-

going the same protocol, several circadian abnormalities were

apparent in the proband: consistent with a phase delay, en-

trained DLMO occurred at 2:32, well after the time expected in

a subject of normal chronotype (typically between 20:00 and

22:00) and closer to the time of habitual sleep onset (Figure 1C)

(Chang et al., 2009; Molina and Burgess, 2011). Sleep during the

free-run was highly variable both in the timing and the duration

of major sleep periods, consistent with at-home actigraphy

and sleep-log records (Figures 1A and 1C). The resulting gross

sleep/wake rhythm had a period of 24.5 hr with noticeably damp-

ened amplitude (Figure 1D). By contrast, the 24.2-hr period

length of a control subject undergoing the same protocol

matches the intrinsic period length reported for normal human

subjects (Czeisler et al., 1999). Aberrant rhythmicity in the sleep

behavior of TAU11 was mirrored by the pattern of core body

temperature oscillations in which a long-period rhythm of

24.8 hr and diminished amplitude were even more pronounced

(Figures 2A–2C and S1). The phenotypic concordance of the

different circadian measures strongly argues for the presence

of an intrinsic circadian rhythm disorder in the proband.

Identification of CRY1 c.1657+3A>C as a Candidate
DSPD Allele
To identify the cause of circadian dysfunction in the proband, we

performed candidate sequencing of genes that form the circa-

dian clock in mammals. The core molecular clock consists of a

negative-feedback loop in which the activity of the transcription

factors Clock and Bmal1 (called ARNTL in humans) is repressed

by the products of its target genes of the Per and Cry family,

creating a cycle that takes �24 hr to complete (Figure 3A). In

this complex process also involving regulation of post-transla-

tional modification and nuclear translocation, Cry1 is commonly

recognized as the main transcriptional repressor of Clock and

Bmal1 (Anand et al., 2013; Griffin et al., 1999; Kume et al.,

1999; Oster et al., 2002; van der Horst et al., 1999; Vitaterna

et al., 1999; Ye et al., 2014). By contrast, the mechanism of

action of the Per proteins appears to be more variable, ranging

from indirect repression through recruitment of generic chro-

matin modifiers to in fact promoting transcriptional de-repres-

sion (Chiou et al., 2016; Duong et al., 2011; Duong and Weitz,

2014). Our candidate gene sequencing identified an adenine-

to-cytosine transversion within the 50 splice site following exon

11 in one allele of the proband’s CRY1 gene (Figures 3B and

3C). Given usual conservation of the +3 position as a purine,

this change is expected to cause splice site disruption and

exon skipping (King et al., 1997). To test for a resulting coding

change, we amplified part of the CRY1 cDNA encompassing

exon 11 from a primary dermal fibroblast cell line derived from

the proband. Indeed, an additional product corresponding to

the expected D11 size was present in the proband’s sample,

but not in those derived from 18 other unrelated subjects

(Figure 3D). With a size of 72 base pairs, exon 11 skipping is

predicted to cause an in-frame deletion of 24 residues in the

C-terminal region of the CRY1 protein, and a matching, higher-

mobility band was specifically detected in protein extracts

from the proband cell line (Figure 3E).

Given the prominent role of CRY1 in the mammalian clock, we

postulated that the circadian abnormalities in the proband were

related to the observed modification of CRY1. To test this hy-

pothesis, we obtained information on sleep patterns from mem-

bers of the proband’s family and genotyped them for presence or

absence of the candidate allele. Delayed sleep behavior was

found to be common among male and female family members

and across several generations, consistent with an autosomal-

dominant inheritance pattern (Figures 4A and S2; Table S1).

Presence of the CRY1 c.1657+3A>C allele segregated with de-

layed sleep timing, with the exception of one carrier (TAUX08),

who reported a history of persistent sleep problems but was

complaint free at the time of study, on an occupationally required

very early routine that was purposely maintained on free days

(see Table S1 for details).

In a complementary approach, we also performed an

unbiasedsearch for genetic variants co-segregatingwith aberrant

sleep behavior in the proband kindred through whole exome

sequencing of additional family members (three affected, one un-

affected). Amongvariantswithminor allele frequenciesbelow1%,

which are common to all affected subjects, but not the unaffected,

and which are predicted to affect protein coding, the candidate

CRY1 allele was the only variant affecting a gene with a known

or implicated role in the regulation of sleepor circadian rhythmicity

(Table S2). Also, although some additional more common clock-

gene variants were also present in the original proband TAU11,

none of these segregated with sleep behavior in the family (see

Methods Details). These results point to the CRY1 c.1657+3A>C

allele as a strong candidate-genetic variant for familial DSPD.

Reverse Phenotyping of SleepBehavior in Heterozygous
and Homozygous Carriers of the CRY1 c.1657+3A>C
Allele from an Unrelated Population
In databases of human genetic variation, the candidate CRY1

allele has a frequency of up to 0.6% (rs184039278: minor allele

frequency 0.0012 in 1000 Genomes, 0.004335 in ExAC total

with 0.006537 in non-Finnish Europeans). This frequency lies

within the reported range of DSPD prevalence (Zee et al.,

2013) and is high enough to attempt the identification of addi-

tional carriers consenting to a characterization of their sleep

behavior through a reverse-phenotyping approach (Özçelik

and Onat, 2016). In genomic databases of the Turkish popula-

tion, we identified 28 carriers of the CRY1 c.1657+3A>C allele,

including one homozygous individual. Of these, investigation of

sleep behavior through questionnaires and personal interview

was possible in six unrelated families (DSPD-1, -2, -4, -6, -7,

-9, and -14) totaling 70 subjects (8 homozygous carriers, 31 het-

erozygous carriers, 31 non-carriers) (Figure 5 and Table S1).

Subjects also provided a DNA sample to determine the CRY1

allele status. Aberrant sleep behavior was reported by 38 car-

riers, but not by their non-carrier relatives or spouses, indicating

a very high penetrance of CRY1-related sleep disturbance

consistent with the original proband family. In addition to late

sleep times, a subset of carriers reported a pattern of fragmented
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sleep consisting of a brief sleep period early in the night and

extended naps during the day. Fragmented sleep was particu-

larly prevalent among those carriers for whom early rising was

a necessity due to cultural or social obligations. Of note, no dif-

ference in sleep behavior was observed between heterozygous

and homozygous carriers of the CRY1 allele, consistent with an

autosomal-dominant mode of inheritance. The one carrier with

reported conventional sleep times (DSPD-6 16-068) was subject

to work-imposed strong light exposure, raising the possibility

that the CRY1-mediated disposition can be modifiable given

adequate environmental conditions. Nevertheless, there was a

very strong association between CRY1 allele status and sleep

behavior in the reverse-phenotyped families and the original pro-

band kindred (Fisher’s exact p < 0.0001, odds ratio = 1,928, 95%

confidence interval 76–48,904).

CRY1 Exon 11 Deletion Affects Circadian Clock Cycling
and CRY1 Molecular Function
To directly test whether the deletion of exon 11 of CRY1 affects

the circadian clock, we created cell lines differing only in the

A

B

C
24.8 h 0.04

Core Body Temperature

24.3 h 0.14

DSPD Subject TAU11Control Subject TAU18

Figure 2. Core Body Temperature of Control Subject ‘‘TAU18’’ and the DSPD proband ‘‘TAU11’’

(A) Double-plotted core body temperature during the in-laboratory study. The scale of the y axis for each individual study day is 2.3�C. Data shown as gray fill are

interpolated from raw data shown as black dot overlay (see STARMethods for details). Red asterisk in the DSPDproband denotes the beginning of the free-run. In

the control subject, the indicated free-run start time corresponds to the time used for analysis of rhythmicity and differs from the actual free-run start time due to a

preceding �12-hr gap in the temperature record.

(B) Double-plotted sub-mean core body temperature. Themean temperature of the entire data series was calculated from outlier-corrected, interpolated data for

each subject, and data points below the mean are plotted as black fill.

(C) Analysis of core body temperature rhythmicity. Circadian rhythmicity during the free-run was analyzed by X2 periodogram and FFT analysis to measure period

and amplitude, respectively.

See also Figure S1.
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expressed CRY1 form. Human full-length or CRY1 D11 variants

were expressed in CRY1/2 double-deficient mouse embryonic

fibroblasts (DKO MEFs) using regulatory elements previously

characterized to recapitulate endogenous CRY1 oscillation

(Ukai-Tadenuma et al., 2011). As expected, CRY1 expression

restored circadian cycling of a Bmal-luciferase reporter in previ-

ously arrhythmic DKO MEFs, albeit with a long period, as previ-

ously described for this experimental system (Khan et al., 2012)

(Figure 4B). Compared to full-length CRY1, expression of the

D11 form increased circadian period by approximately half an

hour, similar to the phenotype observed in the proband. The ef-

fect was not due to differences in the amounts of the ectopically

expressed CRY1 forms (Figure 4B). In contrast to CRY1, expres-

sion of CRY2 in CRY DKO MEFs did not restore their circadian

B

C

D

A

E

Figure 3. Mutation of CRY1

(A) The core molecular circadian clock in mam-

mals. Transcriptional activity of Clock and Bmal1

leads to expression of Per and Cry family genes,

whose products undergo posttranslational modi-

fication, translocate to the nucleus, and inhibit

Clock/Bmal1-mediated transcription with Cry1

acting as the main repressor.

(B) Exon organization of the human CRY1 gene

with the encoded protein regions shown above.

Box represents the region enlarged in (C). Arrows

indicate primer binding sites used in (D).

(C) Primary sequencing trace of the region

immediately following exon 11 in the proband’s

genomic DNA (left) and schematic diagram de-

picting the expected consequences of the A-to-C

transversion on CRY1 mRNA splicing (right).

(D) RT-PCR analysis of the CRY1 mRNA between

exons 10 and 13. Samples 03 to 21 are amplified

from primary fibroblast cell lines from 19 different

subjects, with number 11 belonging to the pro-

band. Controls on the right are amplified from

clonedCRY1 full-length and D11 cDNA. Expected

product sizes are indicated.

(E) CRY1 protein expression in the 19 subject-

derived fibroblast cell lines. TUBULIN levels are

shown as a loading control.

rhythmicity, consistent with previous

reports (Khan et al., 2012), and the

differential period length between the

two CRY1 forms was still observed in its

presence (Figure S3A). These results

demonstrate a direct effect of CRY1

exon 11 deletion on circadian period

length, which matches DSPD symptoms.

The Cry1 protein consists of a

conserved photolyase homology region,

which mediates transcriptional repres-

sion of Clock/Bmal1, a C-terminal helix

previously described as a predicted

coiled coil, which interacts with Per2

and Fbxl3 in a mutually exclusive manner

and a C-terminal extension also referred

to as the ‘‘tail’’ (Figures 3B and S3B)

(Chaves et al., 2011; Merbitz-Zahradnik and Wolf, 2015). The

Cry1 tail region represents the most poorly conserved and least

functionally and structurally characterized region of the protein.

It has been shown to affect Cry1 nuclear translocation, to interact

with the Bmal1 transactivation domain possibly in an acetylation-

dependent fashion, and to bephosphorylated in amanner that in-

volves regulation by DNA-PK (Chaves et al., 2006; Czarna et al.,

2011; Gao et al., 2013; Hirayama et al., 2007; Xu et al., 2015).

Interestingly, the tail is not essential to Cry1’s ability to restore

circadian cycling to arrhythmic DKO MEFs but does modulate

the period length and amplitude of the resulting oscillation

(Khan et al., 2012; Li et al., 2016). Overall, current evidence points

to a regulatory role of theCry1 tail in the transcriptional repression

complex involving Clock, Bmal1, and possibly other factors at
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various stages of the circadian cycle. Deletion of exon 11 results

in the removal of 24 residues from the CRY1 C-terminal tail. In

accordance with previous functional characterizations of the

Cry1 protein regions, we did not observe a difference in the ca-

pacity of CRY1 D11 to inhibit Clock/Bmal1-dependent transcrip-

tion of an E-box-driven luciferase reporter plasmid in heterolo-

gous cell-based assays, which do not require the Cry1 tail

(Chaves et al., 2006; Khan et al., 2012) (Figures S3C and S3D).

Further, although some modifications within the tail region can

affect the half-life of the Cry1 protein under certain conditions

(Gao et al., 2013), we did not observe gross differences in the sta-

bility of CRY1 D11 versus the full-length form in the subject’s pri-

mary fibroblasts (Figure S3E), and luciferase fusion proteins with

the respective CRY1 forms decayed at a similar rate (Figure S3F).

The existence of a nuclear localization signal in the Cry1 tail,

albeit C-terminal to the exon 11 region, prompted us to assess

A

B

Figure 4. Effect of the CRY1 Mutation on

Human Sleep Timing and Clock Oscillation

(A) Segregation of the CRY1 c.1657+3A>C allele

with delayed sleep in the proband’s family. Ge-

notype is shown inside symbols. Color code and

symbols are explained in the legend. Numbers

represent midsleep point on free days (MSF)

(Roenneberg et al., 2003). See also Table S1 for

details.

(B) Deletion of CRY1 exon 11 affects circadian

period length. CRY1 fl or D11 cDNAs were ex-

pressed in Bmal1-luc DKO MEFs using a lentiviral

expression system that preserved the regulatory

elements necessary to recapitulate endogenous

CRY1 expression. Cells were synchronized with

20 mM forskolin, and bioluminescence output

was recorded for �7 days. Traces show average

detrended bioluminescence counts normalized

to the first peak for each genotype (CRY1 fl

blue, CRY1 D11 red). Period was calculated from

bioluminescence recordings of quadruplicate

samples from quadruplicate CRY1 infections

(circles, fl 1–4; diamonds, D 1–4). Data from

three independent experiments are shown (gray

shading). Mean periods from each infection

(indicated by horizontal lines) were used to assess

statistical significance between genotypes. The

overall mean period was 31.6 hr for full-length

CRY1 and 32.1 hr for D11 CRY1. Steady-state

CRY1 levels for infections 1–4 from each experi-

ment were measured by western blot with Tubulin

shown as loading control.

See also Figures S2 and S3 and Table S1.

the subcellular distribution of the

different CRY1 forms. Unexpectedly,

deletion of exon 11 increased CRY1

abundance in the nuclear fraction of the

proband’s fibroblasts throughout the

circadian cycle (Figures 6A and S4A).

This increased abundance was not

caused by potential additional variations

in the proband’s cells but represents an

intrinsic property of the modified CRY1

protein, as enhanced CRY1 D11 nuclear localization was also

observed in DKOMEFs engineered to express both CRY1 forms

(CRY1 fl/D MEFs) (Figures 6B and S4B).

CRY1 D11 Shows Enhanced Interactions with Clock and
Bmal1 Proteins
Preferential nuclear localization of CRY1 D11 led us to assess its

binding to its target transcription factors Clock and Bmal1.

Although both CRY1 forms present in the subject’s fibroblasts

were found to be capable of interaction, the fraction of CRY1 im-

munoprecipitating with ARNTL or Clock was enriched for the

D11 form (Figures 6C and S4C). This is not solely a reflection

of differential subcellular distribution as ARNTL or Clock immu-

noprecipitated from purified nuclear extracts still bound more

D11 than full-length CRY1. Enhanced interaction with the

CRY1 D11 form was replicated in CRY1 fl/D MEFs independent
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of circadian phase (Figures 6D and S4D). Interestingly, although

exon 11 partially overlaps with a region in the Cry1 tail that has

been identified as a binding site for the Bmal1 transactivation

domain acetylated at lysine 538, we still observed preferential

binding of CRY1 D11 to acetylated Bmal1. We also consistently

detected higher overall levels of acetyl-Bmal1 in control DKO
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Figure 5. Sleep Behavior in CRY1 c.1657+3A>C Carrier Families of Turkish Descent

(A–F) Sleep behavior in families DSPD-4, -6, -14, -1, -9, and -7 assessed through sleep and chronotype questionnaires and personal interview. Genotype is shown

inside symbols. Numbers represent mid-sleep point on free days (MSF) (Roenneberg et al., 2003). See also Table S1 for details.

(G) Legend for colors and symbols used in (A–F).

(H)MSF from subjects in (A–F) aswell as Figure 4A are plotted on a discontinuous clock face from 22:00 to 9:00 for carriers (left, red) and non-carriers (right, black).

No subject data fell within the gap time (9:00 to 22:00) not represented in the plot.

Cell 169, 203–215, April 6, 2017 209



A

B

D

F

E

C

Figure 6. Exon 11 Deletion Enhances CRY1 Function in the Molecular Circadian Clock

(A) CRY1 expression was assessed in fractionated extracts prepared from the proband’s fibroblasts at the indicated times following synchronization. TUBULIN

and TBP were used as loading controls for cytoplasmic and nuclear extracts, respectively, and to assess fractionation purity.

(B) Same as (A) except proband fibroblasts were replaced with CRY1 fl/DMEFs, and the sampling interval was adjusted to account for the longer circadian period

in this cell type.

(C) Co-immunoprecipitation of CRY1 with ARNTL and CLOCK in unsynchronized whole-cell (left) and nuclear (right) extracts from the proband’s fibroblasts.

(D) Co-immunoprecipitation of CRY1 with Clock, Bmal1, and K538 Acetyl-Bmal1 in nuclear extracts from CRY1 fl/DMEFs at 30 or 45 hr post-synchronization as

well as from unsynchonized CRY1 fl/D and empty vector control DKO MEFs.

(E) Co-immunoprecipitation of Clock, Bmal1, K538 Acetyl-Bmal1, and Per2 with CRY1 from nuclear extracts of CRY1 fl or D11 MEFs at 30 or 45 hr post-syn-

chronization as well as from unsynchronized CRY1 fl or D11 MEFs and the empty vector control.

(legend continued on next page)
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MEFs, which only received empty vector and remained devoid

of cryptochromes, potentially indicating a more complex role

of Bmal1 acetylation than currently suggested. Selective expres-

sion of either the full-length or the CRY1 D11 form in DKO MEFs

allowed us to assess CRY1 binding to its interaction partners in

reciprocal immunoprecipitations of the respective CRY1 form.

Consistent with our other findings, more Clock, acetyl-Bmal1,

and total Bmal1 immunoprecipitated with CRY1 D11 than

with the full-length protein (Figures 6E and S4E). At the same

time, the levels of CRY1-associated Per2 remained similar be-

tween the two CRY1 forms, suggesting the presence of separate

CRY1-containing protein complexeswith differential susceptibil-

ity to exon 11 deletion. Together, these results demonstrate

that, rather than disabling CRY1, deletion of exon 11 enhances

its presence in the nucleus and the binding to its target transcrip-

tion factors, properties that are expected to promote its function

as a transcriptional inhibitor.

CRY1 D11 Strengthens Transcriptional Inhibition
To directly test whether CRY1 D11 acts as a more potent tran-

scriptional inhibitor during the intact clock cycle, we compared

the expression of selected target genes in our engineered cell

lines expressing either full length or CRY1 D11. As expected,

cyclic CRY1 expression restored the circadian oscillation of

pre-Bmal1, pre-Per2, pre-Per1, and pre-Dbp mRNAs with a

long-period rhythm, although the sampling interval impeded an

accurate determination of period length, as previously achieved

by the high-resolution luciferase assay (Figure 6F). Compared to

CRY1 full-length cells, the levels of pre-Per2, pre-Per1, and

pre-Dbp mRNAs were reduced in CRY1 D11 cells, demon-

strating stronger repression of Clock/Bmal1-mediated tran-

scription by CRY1 D11 consistent with its other properties. In

contrast, expression of pre-Bmal1, which is controlled by a

different set of regulatory elements (Preitner et al., 2002; Ueda

et al., 2002), remained unaffected by the CRY1 modification,

as did the levels of a non-circadian control gene.

Given enhanced association with the target transcription fac-

tors as well as reduced expression of the relevant transcripts,

we wondered whether exon 11 deletion affected CRY1 occu-

pancy at its target gene promoters. In the circadian transcrip-

tional feedback loop, repression can occur by blocking of the

DNA-bound transcription factors or by their displacement and

sequestration away from DNA (Menet et al., 2010). Cry1-depen-

dent inhibition of gene expression has been shown to involve

both of these modes (Ye et al., 2014). Using our cell lines

engineered to selectively express full length or CRY1 D11, we

measured the binding of CRY1, Bmal1, and Clock to target

regions in the Per2 and Dbp promoters by chromatin immuno-

precipitation (Figures 7A–B). At the time of high Bmal1/low

Per2 expression, reduced promoter association of CRY1,

Bmal1, and Clock was observed in cells expressing CRY1 D11

compared to the full-length form, while the association of the

control histone 3 trimethylated at lysine 4 (H3K4me3) remained

unaltered. As expected, in control reactions measuring a non-

circadian promoter, only H3K4me3 binding was observed while

the amounts of CRY1, Bmal1, and Clock were at or near the

background levels of the assay (Figure 7C). These results

demonstrate that CRY1 exon 11 deletion specifically reduces

the presence of clock gene proteins at target gene pro-

moters, consistent with Cry1-mediated transcriptional regulation

through displacement of Clock and Bmal1.

DISCUSSION

As themajor transcriptional inhibitor in the negative feedback loop

that constitutes the core molecular clock, Cry1 represents a crit-

ical regulator of circadian period length. In general, there is a pos-

itive correlation between the amount of Cry1 and period length,

although exceptions to this rule can occur upon manipulation of

selected protein regions (Busino et al., 2007; Godinho et al.,

2007; Hirota et al., 2012; Ode et al., 2016; Oshima et al., 2015;

Siepka et al., 2007; van der Horst et al., 1999; Vitaterna et al.,

1999;Zhangetal., 2009).Moreover,period lengthhasbeenshown

to correlate with the affinity of Cry1 to Bmal1 (Xu et al., 2015).

Our results show that theCRY1DSPD allele represents a gain-

of-functionmutationwith deletion of exon11 leading to increased

CRY1 nuclear localization, enhanced interaction with the tran-

scription factors Clock and Bmal1, their displacement from chro-

matin, and heightened inhibition of their target genes (Figure S5).

Expression of this more potent CRY1 form (CRY1 D11) is associ-

ated with a lengthened period of molecular circadian rhythms in

cells. A human carrier of CRY1 D11 studied in temporal isolation

displayed corresponding, long-period behavioral and body-tem-

perature rhythms with diminished amplitudes. These phenotypic

changes are consistent with the established positive correlation

of period length with CRY1 availability and affinity to its target

transcription factors, thus providing a mechanistic explanation

for the development of DSPD in carriers of the CRY1 D11 allele.

The stronger inhibitory function of the CRY1D11 variant is only

observed in the context of an intact clock cycle, raising inter-

esting questions regarding the mechanism by which the CRY1

protein tail influences Clock/Bmal1 transcriptional activity. While

currently available structural characterizations of themammalian

cryptochrome proteins have been insightful regarding their bind-

ing to Per2 and Fbxl3, the interaction with their target transcrip-

tion factors has yet to be visualized, and none of the structures

includes the Cry1 tail region (Merbitz-Zahradnik and Wolf,

2015). It is conceivable that the tail could affect transcription

factor/repressor interaction through regulated binding to the

CRY1 photolyase homology region or Clock/Bmal1, causing

conformational changes to the complex. Such an event could

be temporally controlled through recruitment or loss of additional

complex components, through inducible post-translational

modification of any of the proteins, or through changes to the

CRY1 protein such as its redox state or the presence of cofac-

tors, including flavin adenine dinucleotide or zinc ions. While

(F) Levels of CRY1, pre-Bmal1, pre-Per2, pre-Per1, pre-Dbp, and pre-Lrwd1 were assessed by real-time quantitative RT-PCR in synchronized CRY1 fl (blue) or

D11 (red) MEFs. Graphs show mean expression levels from five independent experiments, with the shaded area indicating the standard error. Statistically

significant differences in gene expression between genotypes are indicated. n.s., not significant.

See also Figure S4.
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dispensable for basic repression, the CRY1 tail could thus exert

the capacity to modulate transcriptional inhibition at defined

stages of the circadian cycle.

In our analyses of cellular circadian rhythms, the CRY1 D11

allele consistently lengthened the period of molecular oscilla-

tions by approximately half an hour. Earlier work has demon-

strated a strong relationship between circadian period, entrained

phase, and sleep timing in humans, such that moderate changes

in period are associated with much larger shifts in the relative

phases of bedtime and the evening increase in serum melatonin

(Gronfier et al., 2007; Wright et al., 2005). Accordingly, a half-

hour change in the period of the human circadian clock is ex-

pected to change the relationship of sleep timing and evening

A

B

C

Figure 7. CRY1 D11 Affects the Occupancy

of CRY1, Bmal1, and Clock at Target Gene

Promoters

(A–C) CRY1, Bmal1, Clock, and H3K4me3 were

immunoprecipitated from CRY1 fl (blue) or D11

(red) MEFs at 30 or 45 hr post-synchronization

following chromatin crosslinking. The amount of

Per2- (A), Dbp- (B), and Lrwd1-promoter DNA (C)

in the immunoprecipitates was assessed by real-

time quantitative PCR. The background signal

(dashed line) corresponds to the respective

real-time quantitative PCR values of a control re-

action using a CRY1 chromatin-immunoprecipi-

tate from Cry-deficient cells as template. Data in

each experiment were normalized to the amount in

the CRY1 fl sample, which was set to 1. Error bars

represent the standard error from three indepen-

dent experiments.

melatonin onset (DLMO) by �2–2.5 hr.

These predictions agree well with the

behavioral and physiological findings we

have presented.

Databases of human genetic variation

report a frequency between 0.1% and

0.6% for the CRY1 c.1657+3A>C allele,

such that up to 1 in 75members of certain

populations could carry the dominant

CRY1 variant. Our analyses of the original

proband family as well as a large number

of subjects from unrelated families of

completely different ethnicity show that

both homo- and heterozygous CRY1

c.1657+3A>C carrier status is strongly

associated with late sleep times and

sleep fragmentation. Possibly, the latter

behaviormay be amanifestation of carrier

allele status under environmental condi-

tions that do not accommodate late sleep

times, as can often be the case due to cul-

tural, social, or professional obligations.

Alternatively, inter-individual differences

in genetic background or exposure to

environmental entrainment signals may

affect the nature and penetrance of sleep

disturbances inCRY1D11 allele carriers, and similar phenomena

have been observed in both human and animal studies of circa-

dian rhythmicity (Azzi et al., 2014; Pittendrigh and Daan, 1976;

Shimomura et al., 2013; Toh et al., 2001). The CRY1 D11 variant

may thus lead to a broader range of sleep-disorder phenotypes

with delay being the most common manifestation.
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SUMMARY

To guide the design of immunotherapy strategies for
patients with early stage lung tumors, we developed
a multiscale immune profiling strategy to map the
immune landscape of early lung adenocarcinoma
lesions to search for tumor-driven immune changes.
Utilizing a barcoding method that allows a simul-
taneous single-cell analysis of the tumor, non-
involved lung, and blood cells, we provide a detailed
immune cell atlas of early lung tumors. We show
that stage I lung adenocarcinoma lesions already
harbor significantly altered T cell and NK cell com-
partments. Moreover, we identified changes in tu-
mor-infiltrating myeloid cell (TIM) subsets that likely
compromise anti-tumor T cell immunity. Paired
single-cell analyses thus offer valuable knowledge
of tumor-driven immune changes, providing a
powerful tool for the rational design of immune
therapies.

INTRODUCTION

Current checkpoint blockade therapiesmainly function to rescue

T cells from exhaustion or deplete T regulatory cells (Treg).

Studies have begun to dissect the details of T cell function and

distribution in advanced tumor lesions to identify novel strategies

to further strengthen anti-tumor T cell immunity. Myeloid cells,

through their ability to present tumor-associated antigens to

T cells and to produce critical T cell differentiation cytokines,

have a unique ability to control T cell function at the tumor site.

Yet, much less is known about the diversity of the myeloid

compartment at the tumor site.

Myeloid cells are a diverse population of immune cells that

share the ability to sense and respond to tissue injuries by

clearing damaged cells and by promoting the recruitment of im-

mune effector cells that will help restore tissue integrity (Lavin

and Merad, 2013; Pham, 2006). Tumor-infiltrating myeloid cells

(TIM) consist of granulocytes and mononuclear phagocytes

at varying stages of differentiation and have been shown to

contribute to shaping tumor progression and response to treat-

ment (Engblom et al., 2016; Gabrilovich et al., 2012). Of these,

mononuclear phagocytes refer to monocytes, macrophages,

and dendritic cells (DC), which, in addition to their innate immune

function, share the ability to present tumor-associated antigens

to T cells (Ginhoux and Jung, 2014). Among TIM, DC are the best

equipped to drive T cell activation (Merad et al., 2013), and a sub-

set of DC, named CD103+ DC, was shown to control local CD8+

T cell activation (Broz et al., 2014; Hildner et al., 2008; Salmon

et al., 2016; Sánchez-Paulete et al., 2016). Thus, TIM compo-

sition appears to control tumor-infiltrating lymphocyte (TIL)

composition, activation, and anti-tumor function, and harnessing

the TIM compartment may provide a powerful synergistic strat-

egy to potentiate T cell targeting immunotherapies.

Currently, the majority of lung cancer cases are diagnosed at

advanced stage. However, this is likely to change, as low-dose
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CT screening programs in populations at risk have shown bene-

fits and are being widely implemented (Aberle et al., 2011; Black

et al., 2015). Five-year survival rates for patients with pathologic

stage IA and IB non-small cell lung cancer (NSCLC) are only

83% and 71%, respectively, and these numbers drop to 50%

for stage II disease (Goldstraw et al., 2016) withminimal improve-

ment from adjuvant chemotherapy (Pignon et al., 2008). Prelim-

inary data suggest impressive activity of neoadjuvant immu-

notherapy in a small number of early stage resectable lung

NSCLC lesions treated with anti-PD-1 mAb blockade (Forde

et al., 2016). Although these studies need to be confirmed in

a larger cohort, these results are consistent with the notion

that immunotherapy agents are most efficient at low tumor

burden and in patients naı̈ve of immunomodulatory chemo-

therapy agents. The design of immunomodulatory strategies

for the treatment of NSCLC will, however, tremendously benefit

from a detailed understanding of the immune cell landscape that

develops specifically in response to tumor cues.

To this end, we developed a multiscale immune profiling strat-

egy to map the immune microenvironment of early lung adeno-

carcinoma lesions. As tissue cues significantly impact the

biology of tissue-resident immune cells and specifically innate

cells (Lavin et al., 2014), we designed a barcoding strategy that

allowed the simultaneous single-cell analysis of the distinct

immune cell compartments that reside in the tumor site, non-

involved lung tissue (nLung), and blood of each patient to distin-

guish tumor-driven immune signatures from those caused by

normal tissue-imprinting cues. Using mass cytometry by time-

of-flight (CyTOF) combined with single-cell transcriptomics and

multiplex tissue imaging of the lung tumor, we identify NK and

myeloid cell responses that are unique to tumor lesions and ab-

sent from nLung or blood from the same patients. We show that

these changes are present as early as in stage I tumors and likely

compromise anti-tumor immunity. These data suggest that neo-

adjuvant immunotherapy strategies targeting innate immune

cells in early lung adenocarcinoma lesions have the potential

to reactivate the TIL microenvironment and transform tumor

response to checkpoint blockade.

RESULTS

High-Dimensional Single-Cell Profiling of Lung Tumors
To map the immune microenvironment of lung adenocarcinoma

lesions, we designed a clinical multiscale immune profiling study

of freshly resected tumors. Patients selected were treatment

naı̈ve at the time of surgery. For each patient, we obtained

NSCLC tumor tissues including invasive margins, nLung tissue,

and blood cells (Figure 1A; STAR Methods). Of 32 patients,

28 were diagnosed with lung adenocarcinoma. Patients were

representative of the lung adenocarcinoma distribution across

age, gender, mutational status, and predominant histological

subtype (Table S1).

To distinguish tumor-specific immune changes from the lung

tissue immune environment, we sought to simultaneously map

the immune compartment of the lung tumor lesion, the nLung tis-

sue, and the peripheral blood. To this end, we developed a novel

barcoding method that allows a simultaneous analysis of cells

from all three sample types. In the first 18-patient cohort, im-

mune cells isolated from the tumor lesion, nLung, and blood

were barcoded with anti-CD45 antibodies (Ab) conjugated to

unique metal isotopes before samples were pooled. Pooled

samples were then stained with two panels of more than 30 an-

tibodies each and analyzed by CyTOF, thus allowing the mea-

surement of single-cell expression on immune cells residing in

each tissue type of each patient (Figure 1A). Themass cytometry

panels were subsequently extended to include cytokine mea-

surement in a cohort of ten additional lung adenocarcinoma pa-

tients, as described in the STAR Methods.

T Cells and Mononuclear Phagocytes Dominate the
Early Lung Adenocarcinoma Microenvironment
Using viSNE to visualize high-dimensional data in two dimen-

sions while preserving single-cell resolution (Amir et al., 2013),

we analyzed the distribution of the different immune cell lineages

that accumulated in lung tumor lesions, nLung, and blood circu-

lation across patients (Table S1 and Data S1). A higher number of

immune cells accumulated in the tumor tissues compared to

nLung (Figure S1A). The tumor-resident immune cell compart-

ment comprised all major immune lineages, and the most

abundant were the T lymphocytes andmononuclear phagocytes

(Figures 1B–1D, and S1B). Mononuclear phagocytes and granu-

locytes were equally represented in tumor lesions compared to

nLung. In contrast, T and B lymphocytes were present at a higher

frequency in the tumor microenvironment compared to the

nLung, whereas the frequency of NK cells was significantly

reduced across all lung adenocarcinoma patients examined

(Figures 1C, 1D, and S1C).

We also analyzed the cytokines and chemokines produced in

the tumor milieu. Whereas many chemokines and cytokines

were expressed at much higher levels in the tumors compared

to the blood, similar chemokine levels were often detected in tu-

mors and adjacent nLung, which could potentially reflect the

Figure 1. Robust Immune Response to Early Lung Adenocarcinoma Tumor Lesions

(A) Schematic for defining the immune composition of lung tumors. Blood, non-involved lung (nLung), and tumor tissue were collected from patients undergoing

surgical resection of primary tumors, processed, barcoded, pooled, and stained with antibodies conjugated to metal isotopes. Mass cytometry (CyTOF) single-

cell data was clustered using Phenograph to identify common populations across patients. Artwork printed with the permission of Mount Sinai Health System.

(B) viSNE analysis of immune cells from tumor colored by relative expression of CyTOF markers, with populations indicated (top).

(C and D) Frequency of immune lineages based on summation of Phenograph metaclusters (STAR Methods; n = 18). Composition of the CD45+ compartment

showing average frequencies of major immune lineages for each tissue ([C]; n = 18) across patients and bar plots showing frequencies for each patient

([D]; *p < 0.05, **p < 0.01, and ***p < 0.001 by paired t-test). Bar plots show mean ± SEM.

(E and F) MICSSS for CD3, CD68, and CD20 of immune infiltrate (E) and a tertiary lymphoid structure (TLS; [F]) at the tumor invasivemargin and non-involved lung

from representative patients.

See also Figure S1.
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local diffusion of tumor-produced soluble molecules to the adja-

cent lung tissue (Figures S1D and S1E). Interestingly, CX3CL1

(fractalkine) was expressed at slightly higher levels in tumors

compared to nLung and correlated with the frequency of the

mononuclear phagocyte infiltrate (Figure S1F).

Recent studies have shown that, in addition to cell composi-

tion, the spatial distribution of immune cells at the tumor site

may affect tumor outcome (Germain et al., 2014). Using a new

tissue-profiling method named ‘‘multiplexed immunohisto-

chemical consecutive staining on a single slide’’ (MICSSS)

that we recently developed in the laboratory (Remark et al.,

2016), we assessed the distribution of immune cells in the tumor

and nLung sections. Immune cells accumulated mainly in the

stroma and invasive margin surrounding the tumor islets as pre-

viously described (Salmon et al., 2012; Turley et al., 2015),

although some macrophages and T cells were able to infiltrate

into the tumors (Figures 1E and S1I). We also observed an

abundance of mononuclear phagocytes and T cells at the tumor

site across patients supporting the CyTOF results (Figures 1D,

1E, and S1B). Importantly, many patients had tertiary lymphoid

structures (TLS), which accumulated near the tumor invasive

margin and were absent from nLung (Figures 1F and S1I).

Tumor lesions enriched in TLS had significantly more T lympho-

cytes and fewer mononuclear phagocytes as measured by

CyTOF at the tumor site (Figure S1H).

To further probe the nature of the immune response induced at

the tumor site in an unbiased manner, we analyzed the CyTOF

data using the Phenograph algorithm to systematically identify

common cellular communities across the three tissues and

across all patients (Levine et al., 2015). We first clustered single

cells based on shared protein expression across tumor lesions,

nLung, and peripheral blood mononuclear cells (PBMCs) within

each patient thenmerged clusters from each patient using a sec-

ondary clustering analysis to identify metaclusters common

across patients and tissues (Figure 1A).

Tumor Lesions Are Enriched in Treg and Non-functional
T Cells
Phenograph clustering across tissues and across all patients

revealed distinct T lymphoid metaclusters (Figures 2A, 2B,

and S2A) that corresponded to known immune cell populations

and had a unique distribution across tissue sites (Figures

2C and S2B).

Paired mass cytometry analysis revealed a distinct composi-

tion and phenotype of T cell subsets (Figures 2C and S2B). Spe-

cifically, Treg were significantly increased in the tumor lesion

across all patients even at early stages (Figure 2C). Importantly,

Treg at the tumor sites expressed high levels of CTLA4, CD39,

ICOS, and 41BB compared to other T cells (Figures 2D and

S2D). They were also clearly distinguishable from Treg that

resided in nLung based on higher expression of Foxp3, CTLA4,

PD-1, CD39, ICOS, CD38, and 41BB, whereas CCR4 was

decreased (Figures 2E, S2E, and S2F). In contrast, cytolytic

CD8+ T cells were significantly reduced in frequency in the

tumor compared to nLung and blood from the same patients

(Figure 2C). Moreover, total CD8+ T cells present in tumors ex-

pressed significantly less granzyme B and IFNg upon stimulation

compared to their nLung counterparts (Figure S2G). A reduced

T-effector/Treg ratio was thus a strong signature of the lung tu-

mor lesion (Figure S2C).

Given the success of anti-PD-1 checkpoint blockade in

lung cancer patients, we examined the expression of the check-

point molecule PD-1 on all T cell metaclusters identified across

tissues. PD-1 was distinctly expressed on a small subset of

CD4+ and CD8+ T cells that were a unique feature of the tumor

(Figures 2C and S2H) and at a lower level on Treg at the tumor

site (Figure 2D). CD8+ T cells accumulate at the tumor site and

in TLS, where they preferentially expand (Figures 2F and S2I;

Goc et al., 2014; Joshi et al., 2015), and clonality of the T cell re-

ceptor (TCR) repertoire has been associated with TLS density

(Zhu et al., 2015). Consistent with these findings, T cells were

significantly increased in TLS-enriched tumors (Figure S1H).

Moreover, while there was no enrichment in TCR clonality in tu-

mors compared to nLung, the CD8+PD-1+ T cell subset uniquely

and significantly correlated with increased TCR clonality at

the tumor site but not in nLung (Figures 2G and S2J). These re-

sults suggest that CD8+ T cells expressing PD-1 are clonally

expanded at the tumor site and that this expansion may prefer-

entially occur in TLS-enriched tumor lesions.

Cytolytic NK Cells Are Excluded from Lung
Adenocarcinoma Lesions
In addition to measuring adaptive lymphocyte responses to tu-

mors, we also analyzed the distribution of innate lymphocytes

and in particular NK cells in lung tumor lesions. Strikingly, NK

cells were the least abundant immune cell lineage in lung adeno-

carcinoma lesions compared to nLung (Figures 1C and 1D).

Importantly, the NK cell subset expressing CD16 was most

dramatically reduced in the tumor compared to nLung (Figures

3A and S3A). NK cells that infiltrated the tumor lesion expressed

Figure 2. Lymphoid Function Is Dysregulated at the Tumor Site

(A) viSNE analysis of CD3+ immune cells colored and labeled by Phenograph metacluster (left) and tissue (right) for a representative patient.

(B) Heatmap of Phenograph clusters of CD3+ cells. Rows represent clusters of single cells within individual patients grouped by metacluster across patients.

(C) Bar plots of frequencies of metaclusters from (B) across tissue for 18 lung adenocarcinoma patients (*p < 0.05, **p < 0.01, and ***p < 0.001 by paired t-test).

(D) Normalized expression of PD-1, CTLA-4, and CD39 on tumor CD3+ cells shown by viSNE plot for a representative patient (left) and bar pots of normalized

expression across patients for indicated metaclusters (n = 18; right).

(E) Heatmap showing relative normalized protein expression on tumor Tregs as ratio to nLung Tregs for 15 patients (left) and average expression of indicated

markers across patients on tumor Tregs, PD-1+ CD4+ and CD8+ T cells (right).

(F) MICSSS for CD8 and CD20 showing a TLS in tumor of a representative patient.

(G) Clonality of T cell receptor (TCR) repertoire across tissues (n = 16; left), and frequency of CD8+ PD-1+ T cells in tumor correlated to overall TCR clonality

(Spearman’s rank-based correlation; right).

Bar plots show mean ± SEM.

See also Figure S2.
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higher CXCR3 levels, a molecule shown to be required for NK

infiltration of tumors (Figures 3B and 3C; Wendel et al., 2008).

Moreover, NK cells that remained at the tumor site were less

cytolytic, as they expressed lower levels of granzyme B and

CD57 as well as less IFNg (Figures 3C–3E and S3C). Conversely,

since NK cells function to eliminate MHC class-I-deficient cells,

we assessed the distribution of MHC class I throughout the tu-

mor cells using MICSSS (Figure 3F). Tumor lesions with reduced

frequency of MHC class-I-expressing tumor cells had higher

numbers of tumor-infiltrating CD16+ NK cells, suggesting that

the presence of cytolytic NK cells may have led to MHC class I

immuno-editing (Figures 3G and S3D).

Deciphering the Diversity of TIM in Lung
Adenocarcinoma Lesions
To fully capture the heterogeneity of the TIM compartment, we

first performed an unbiased single-cell transcriptomic analysis

of non-lymphocyte cells that accumulated in the tumor lesion

and in the nLung of a stage I patient using massively parallel sin-

gle-cell RNA-sequencing (MARS-seq; Figure 4A;Data S2B; STAR

Methods; Jaitin et al., 2014). Single-cell RNA-seq analysis of TIM-

enriched cells, using an unbiased expectation-maximization algo-

rithm previously described (STAR Methods; Paul et al., 2015), re-

vealed several immune cell types distinguished based on charac-

teristic gene expression profiles identified according to highly

expressed and differential genes (Figure 4A; Table S3). Specif-

ically, we identified three distinct clusters expressing high levels

of MHC class II molecules,CD1C,CCL22, andCD207 (Figure 4A,

clusters 2–4) and slightly higher BATF3 and CSF2RA expression

levels (Figures 4E and S4A), which we inferred to be DC. Other

clusters were identified as macrophages (Figure 4A, clusters 5–

8) andmonocytes (clusters 9–10) based on the differential expres-

sion ofCD68,MAFB, and CSF1R (Figures 4E and S4A). A macro-

phage cluster comprised predominantly of cells from tumor le-

sions (cluster 7) was distinct from those comprised

predominantly of cells from nLung (clusters 5–6), indicating that

tumor-associated macrophages were distinct from their nLung-

resident macrophage counterparts.

To detail the TIM compartment across patients, we systemat-

ically defined myeloid cell populations across patients using

simultaneous CyTOF analysis of PBMC, nLung, and tumor im-

mune cells. Phenograph clustering of all tissues in all patients

confirmed the diversity of myeloid cells in the tumor, and macro-

phages, DC subsets, and monocytes subsets were identified

based on expression of protein markers, including CD68,

CSF1-R, CSF2-R, CD11C, CD1C, CD141, and HLA-DR among

others (Figures 4B, 4C, 4E, and S4B). TIM were distinct from

their lung and PBMC counterparts (Figures 4D and S4C).

Indeed, paired CyTOF analysis revealed unique distributions

and functions of CD14+ and CD16+monocyte subsets in the tu-

mor site (Figures 4D and S4D). While CD14+ monocytes were

robust cytokine producers compared to other mononuclear

phagocytes (Figures 4F, S4E, and S4F), they produced less

IL-8 and less IL-1b at the tumor site compared to the nLung (Fig-

ures 4G and S4G). In contrast to the CD14+ monocytes that

equally infiltrated tumor and lung tissues, CD16+ monocytes

were significantly reduced in tumor tissues and highly correlated

with NK cell infiltration at the tumor site (Figures 4D, S4D,

and S3B).

Finally, while tumor lesions were equally enriched in neutro-

phils and eosinophils compared to nLung, they contained signif-

icantly fewer basophils and were strongly depleted of mast cells

(Figure 4D).

Paired Immune Cell Mapping Reveals a Distinct
Macrophage Signature in Lung Adenocarcinoma
Single-cell transcriptomic analysis revealed distinct macro-

phage clusters that were differentially distributed in the tumor

and nLung (Figure 4A, clusters 5–8). Comparing themacrophage

cluster enriched in tumors (cluster 7) to those comprised primar-

ily of nLung cells (clusters 5 and 6) revealed many differentially

expressed genes, suggesting that tumor-associated macro-

phages have a distinct transcriptional signature (Figure 5B).

Using paired CyTOF analyses, we found that, while macro-

phages were not enriched in frequency in the tumor site

compared to nLung (Figures 5A and S5A), tumor macrophages

exhibited a distinct signature compared to their lung-resident

counterparts across all patients (Figures 5C and 5D). CyTOF

analysis validated several of single-cell transcriptomics findings,

thereby confirming that tumor macrophages expressed higher

levels of the immunomodulatory transcription factor PPARg;

higher CD64, CD14, and CD11c levels; and lower CD86 and

CD206 levels compared to macrophages that resided in nLung

(Figure 5D).

Single-cell transcriptional analysis identified additional tran-

scripts up-regulated on the tumormacrophage cluster compared

to their nLung counterparts (cluster 7), including triggering recep-

tor expressed on myeloid cells-2 (TREM2), tetraspanin CD81,

macrophage receptor with collagenous structure (MARCO), and

apolipoprotein E (APOE; Figure 5B). To understand whether this

differential transcriptional signature extends to other patients,

we stratified 515 lung adenocarcinoma patients from the TCGA

database according to the differential transcriptional profile.

A significant survival disadvantage was observed in patients

Figure 3. Cytolytic NK Cells Are Excluded from Tumor and Produce Less Granzyme B and IFNg

(A) Bar plots of frequencies of CD16+ and CD16- NK cell metaclusters across tissue for 17 lung adenocarcinoma patients (see Figure 4C).

(B) Heatmap showing relative normalized protein expression on tumor NK cell as ratio to those from nLung for 14 patients (see STAR Methods).

(C) Bar plots of normalized expression of indicated proteins on NK cells from nLung and tumor (n = 14).

(D) viSNE plots showing CD56 expression (left) and IFNg expression in tumor and nLung upon stimulation in a representative patient.

(E) Bar plot showing normalized IFNg expression upon stimulation (n = 9).

(F) Immunohistochemical staining from representative patients depicting greater (>50%) or less than 50% (<50%) of tumor cells staining for MHC I in the tumor.

(G) Bar plot stratifying the frequency of CD16+ NK cells and CD16- NK cells in patients by tumor cells staining for MHC I (n = 8; *p < 0.05, by unpaired t-test).

Bar plots show mean ± SEM; *p < 0.05, **p < 0.01, and ***p < 0.001 by paired t-test.

See also Figure S3.
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with a high ratio of tumormacrophages to lungmacrophage gene

expression profile (Figure S5G), suggesting that the macrophage

signature identified in this study may include novel myeloid tar-

gets for lung cancer treatment.

Given the clinical success of anti-PD-L1 in lung cancer (Besse

et al., 2015; Fehrenbacher et al., 2016), we examined the distri-

bution of PD-L1 in lung tumor lesions using paired mass cytom-

etry analysis. Strikingly, PD-L1 was most highly expressed on

macrophages and mast cells both in tumor and nLung (Fig-

ures 5E, S5B, and S5C). These results are consistent with our

data in mice (data not shown) and suggest a potential role for

PD-L1 in the physiological regulation of lung-immune homeosta-

sis, which could explain the increased rate of pneumonitis in

patients treated with PD-L1 inhibitors (Naidoo et al., 2017; Nish-

ino et al., 2016). Given the impact of PD-L1+ cells on tumor

outcome, we analyzed the spatial distribution of PD-L1+ macro-

phages and found that they accumulated in tight clusters at the

tumor invasive margin (Figures 5E and S5D) and negatively

correlated with T cell infiltration in tumor lesions but not in nLung

(Figure S5E).

Tumor macrophages also spontaneously produced signifi-

cantly more IL-6 than macrophages in nLung (Figures 5F and

S5F). Given the potential role for IL-6 in tumor invasiveness

(Chang et al., 2013; Yu et al., 2014) and the negative correlation

between the presence of macrophages and T cells at the tumor

site, these data emphasize the immunosuppressive role of

tissue-resident macrophages in early lung adenocarcinoma

lesions.

CD141+DCHave aDistinct Phenotype andAre Excluded
from Lung Tumor Lesions
DC excel at antigen presentation and play a key role in the induc-

tion of anti-tumor T cell immunity. Single-cell transcriptional

analysis of the tumor and nLung revealed the presence of two

DC clusters (Figure 4A, clusters 2 and 4), one of which expressed

high CD207, CLEC9A, and XCR1 levels and likely represent

CD141+ DC (Dutertre et al., 2014; Haniffa et al., 2013). We also

detected a second DC cluster expressing higher levels of

CD1c, CX3CR1 and IRF4, which we inferred to be CD1c+ DC

(Figures 6A, 6B, and S6B). TheCD1c+DC cluster also expressed

higher levels of CCL22 and CCL17, ligands for CCR4, a mole-

cule expressed mainly by CD4+ T cells (Yoshie andMatsushima,

2015), and higher lysozyme transcripts compared to the CD141+

DC (Figure 6B). These findings are in line with the increased

potency to interact with CD4+ T cells and increased degradative

potential of CD1c+ DC, in contrast to CD141+ DC that interact

preferentially with CD8+ T cells (Dutertre et al., 2014; Haniffa

et al., 2013; Merad et al., 2013). Lymphotoxin beta (LTB) tran-

script, encoding a membrane-bound protein important for the

formation of secondary lymphoid organs and potentially TLS

(Pitzalis et al., 2014), was highly expressed by DC and at slightly

higher levels by the CD141+ DC cluster (Figure 6E).

Paired CyTOF analyses identified the presence of two DC

subsets at the tumor site across patients. Strikingly, CD141+

DC, but not CD1c+ DC, were significantly reduced in tumors

compared to nLung, and the CD1c+ DC/CD141+ DC ratio was

thus increased in tumor lesions (Figures 6C, S6A and S6C).

Importantly, CD1c+ DC expressed a very similar cytokine profile

to CD14+ monocytes and produced IL-6, IL-8, and IL-1b cyto-

kines in the tumor and nLung (Figure S4E). Using MICSSS, we

found that, in lesions infiltrated with TLS, DC localized in TLS

and close to T cells (Figures 6D and S6D), in line with their

role in T cell activation and clonal expansion (Dieu-Nosjean

et al., 2008).

Lung Adenocarcinomas Have a Unique Immune
Signature that Is Independent of TNM Stage
Altogether, our results establish an immune cell atlas of early

untreated lung adenocarcinoma lesions. We show that these

lesions are enriched in PPARghiCD64hiCD14hiPPARghiIL-6hi

macrophages, CD1c+ DC, Treg, and exhausted T cells and

depleted of CD141+ DC, CD16+monocytes, NK cells, andGran-

zyme B+ effector cells (Figures 6F and S6E). These differences

compared to nLung likely work in concert to promote an immu-

nosuppressive microenvironment.

As TNM staging is used to determine both prognosis and

treatment options, we examined whether the immune contex-

ture of the tumor lesions significantly differed between early

stage (stage I) and later stage tumors (stages II and III). With

the exception of increased neutrophils and TNFa production in

stage II and stage III patients (Figure 6G), all immune changes

detected in later stage tumor lesions were already present in

stage I tumors. The distribution of immune cell subsets including

macrophages, monocytes, NK cells, and DC as well as B and

T cell subsets did not significantly differ in frequency across

stages (Figures 6F and S6F). In addition, expression levels of

PD-1 and PD-L1 on macrophages and T cells, respectively,

were stable across TNM stages (Figures S6G and S6H),

Figure 4. Unbiased Characterization of the Mononuclear Phagocyte Compartment

(A) MARS-seq of 1,473 cells pooled from tumor and nLung of a stage IA adenocarcinoma patient. Cells were gated in silico and clustering on 770 mononuclear

phagocytes is shown (see STAR methods). Columns represent single cells, with most variable genes from low (white) to high (purple). Normalized frequency of

each cluster in tumor or nLung (top). Macrophages, MF; monocytes, Mono.

(B) viSNE analysis of CD3� immune cells colored and labeled by Phenograph metaclusters (left) and tissue (right) for a representative patient.

(C) Heatmap of Phenograph clusters of CD3� cells; rows represent clusters of single cells within individual patients grouped by metacluster across multiple

patients.

(D) Bar plots of metacluster frequencies from 18 lung adenocarcinoma patients across tissue (*p < 0.05, **p < 0.01, and ***p < 0.001 by paired t-test).

(E and F) Expression of corresponding transcript and protein by MARS-seq and CyTOF, respectively. Normalized transcript expression of MARS-seq clusters

(left) and normalized protein expression of select Phenograph metaclusters in the tumor (right) for phenotypic markers ([E]; n = 18), and cytokines ([F]; n = 10) with

corresponding viSNE plots.

(G) Bar plot of normalized IL-8 expression by CD14+ monocytes across tissue (n = 10; *p < 0.05, **p < 0.01, and ***p < 0.001 by paired t-test).

Bar plots show mean ± SEM.

See also Figure S4.
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suggesting that immunomodulatory strategies could benefit

early stage tumors.

DISCUSSION

Driven by the premise that the myeloid cell compartment and

most specifically the tumor-infiltrating antigen-presenting cells

critically shape the composition of anti-tumor T cells, the objec-

tive of this study was to provide an innate immune cell atlas of

early lung adenocarcinoma lesions. Using paired single-cell an-

alyses of the immune cells that reside in the tumor, nLung, and

peripheral blood, we distinguished the immune changes driven

by the tumor lesion from those driven by the lung tissue, empha-

sizing the relevance of this type of analysis for the study of the

tumor microenvironment.

Strikingly, as early as in stage I disease, lung adenocarci-

noma lesions had a strongly reduced CD8+ T effector/Treg

ratio compared to nLung. This altered T cell ratio resulted

from a significant reduction of CD8+ T cells expressing gran-

zyme B and IFNg and also from a significant expansion of

CD39hiCD38hiPD-1hiCTLA4hiFoxp3hi Tregs at the tumor site. In

line with previous results showing that Foxp3/CD3 ratio is a

strong predictor of recurrence in early stage tumors (Suzuki

et al., 2013), reduced CD8+ granzyme B+/CD39hiCD38hiPD-

1hiCTLA4hiFoxp3hi Treg ratio may be useful as a refined

biomarker of disease course or response to treatment.

The distinct TIL tumor signature was accompanied by signifi-

cant alterations of tumor CD16+ NK cells, as they were strongly

reduced in tumors and the few remaining NK cells expressed

lower levels of granzyme B and less IFNg compared to lung

NK cells. Tumor-infiltrating NK cells were thus poorly cytolytic,

and expansion or activation of NK cells could provide a strategy

to restore anti-tumor immunity in early lung tumors.

Strikingly, we also identified distinct changes in all antigen-

presenting cell subsets that resided in lung adenocarcinoma tu-

mor lesions across TNM stages. Specifically, as early as stage I,

lung adenocarcinoma lesions were significantly depleted in

CD141+ DC and enriched in PPARghi macrophages. Monocytes

included two main subsets, the CD16+ and CD14+ monocyte

subsets, shown to have different fates and functions in tissues

(Yona and Jung, 2010). CD16+ monocytes, but not CD14+

monocytes, were strongly reduced at the tumor site and signifi-

cantly correlated with reduced CD16+ NK cells in tumors. Inter-

estingly, CD16+ monocytes have been shown to promote NK

cell recruitment to tumors (Hanna et al., 2015), and thus, reduced

CD16+ monocytes in lung tumors might have contributed to NK

cell paucity in tumor lesions. CD14+monocytes in the tumor pro-

duced high levels of the cytokine IL-8, but those in nLung pro-

duced even more. IL-8 can promote lung cancer growth and

metastasis (Chen et al., 2003; Zhu et al., 2004), and in smokers,

IL-8 expression in non-tumor lung tissue is part of a lung cancer

biomarker signature (Spira et al., 2007). Given the potential role

of monocytes in lung metastasis (Qian et al., 2011), monocyte-

derived IL-8 in nLungmay have contributed to tumor cell engraft-

ment. Interestingly, while we identified a drastic increase in cyto-

kine production in the tumor tissue compared to the blood, many

cytokines were equally expressed in the tumor and nLung.

CX3CL1, however, tended to be expressed at higher levels at

the tumor site and significantly correlated with mononuclear

phagocytes, particularly CD14+ monocytes in the tumor lesion.

CX3CL1 was found to be increased in patients that failed to

respond to PD-1 (Herbst et al., 2014). Therefore, it will be impor-

tant to further assess CX3CL1 and CD14+ monocytes as bio-

markers of treatment response.

Tissue-resident DC consist of two main subsets that are tran-

scriptionally and functionally distinct. In mice tissues, these

include theCD103+DCsubset,whichderives fromDC-restricted

precursors and excels in the cross-presentation and priming of

CD8+ T cells, and the CD11b+ DC subset, which has a higher

degradative potential than CD103+ DC and mainly interacts

with CD4+ T cells (Merad et al., 2013). Human CD141+ DC and

CD1c+ DC share similar transcriptional profiles with murine

CD103+ DC and CD11b+ DC, respectively, and are thought to

represent their human counterparts (Dutertre et al., 2014; Haniffa

et al., 2013).

We and others found that the absence of CD103+ DC abol-

ishes tumor response to checkpoint blockade in experimental

tumor models, while expansion and activation of CD103+ DC

dramatically increased T cell recruitment to the tumor site and

transformed response to checkpoint blockade (Broz et al.,

2014; Hildner et al., 2008; Roberts et al., 2016; Salmon et al.,

2016; Sánchez-Paulete et al., 2016). Here, we found that early

lung adenocarcinoma tumors were significantly depleted in

CD141+ DC compared to nLung, while CD1c+ DC were slightly

increased in tumors, resulting in an increased CD1c+/CD141+

DC ratio at the tumor site.

We also found that tumor CD1c+ DC shared the same innate

cytokine profile with monocytes, consistent with the notion that

Figure 5. The TME Contains Macrophages with a Distinct Phenotype

(A) Bar plot of macrophage metacluster frequency from 18 lung adenocarcinoma patients across tissue (see Figure 4C).

(B) Comparison of average transcript expression between macrophage clusters enriched in tumor (cluster 7) or lung (weighted average of clusters 5 and 6;

Figure 4A), showing highly expressed transcripts, genes with FC > 2 colored red (left), bar plots of indicated transcript expression (right).

(C) viSNE plots showing single-cell expression of CD68, CD163, PD-L1, and PPARg across tissues in a representative patient.

(D) Heatmap showing relative normalized protein expression of tumor macrophages as ratio to those from nLung for 16 patients (left) and average expression

across patients of indicated markers on mononuclear phagocyte metaclusters in tumor (right). Bar plots of normalized expression of indicated proteins by

macrophages in tumor and nLung (n = 18).

(E) Bar plot of normalized PD-L1 expression across metaclusters in tumor (n = 18; top). MICSSS for CD3, CD68, and PD-L1 showing amacrophage-dense region

at the tumor invasive margin (bottom).

(F) IL-6 expression in nLung and tumor macrophages. viSNE plots showing IL-6 expression of a representative patient (top). Bar plot showing expression of IL-6

transcripts (left) and normalized protein expression across macrophages in nLung and tumor (right; n = 10).

Bar plots show mean ± SEM; *p < 0.05, **p < 0.01 and ***p < 0.001 by paired t-test. Fold-change, FC.

See also Figure S5.
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CD1c+ DC likely represent monocyte-derived cells generated

upon entry at the tumor site, whereas CD141+ DC are thought

to arise from DC-restricted precursors (Dutertre et al., 2014; Ha-

niffa et al., 2013). Interestingly, DC localized close to T cells in

TLS, in line with their potential key role in T cell activation and

clonal expansion (Dieu-Nosjean et al., 2008). DC-derived LT has

recently been shown to directly act on high endothelial venules

(HEV) to promote lymphocyte homing to peripheral lymph nodes

in vivo (MoussionandGirard, 2011).Our finding thatDCandespe-

cially the CD141+ DC subset expressed lymphotoxin beta (LTB)

transcripts in lung tumor tissues likely reflects that CD141+ DC

contribute to TLS formation, potentially through HEV-mediated

recruitment of lymphocytes. This hypothesis is consistent with

our finding that TLS-enriched tumors have increased T cells,

and it strengthens the mechanistic understanding of the positive

prognostic value conferred by TLS when identified by DC-LAMP

immunostaining (Dieu-Nosjean et al., 2008; Germain et al., 2014;

Pitzalis et al., 2014). Altogether, these results suggest that expan-

sion of intra-tumoral CD141+ DC may provide a key strategy for

the induction of potent anti-tumor immunity.

Importantly,whilemacrophageswere not enriched in the tumor

lesion compared to nLung, tumor macrophages expressed a

unique phenotype compared tomacrophages in nLung. In partic-

ular, tumor macrophages expressed higher levels of PPARg, a

transcription factor known to drive an immunosuppressive pro-

gram (Reddy, 2008; Ricote et al., 1998), and lower levels of the

co-stimulatory molecule CD86. They also produced higher levels

of IL-6, indicating that these tumor macrophages are pro-tumor-

igenic. CD206, thought to represent amarker of alternatively acti-

vated macrophages and tumor macrophages, was expressed at

lower or similar levels on tumor macrophages compared to lung

macrophages, consistent with recent data showing that CD206

is a marker of lung alveolar macrophages (Desch et al., 2016;

Yu et al., 2016). This emphasizes the importance of paired ana-

lyses to distinguish tumor-driven immune changes from normal

tissue-imprinting. Single-cell transcriptomic analysis of myeloid

cells further extended these results and identified a unique gene

signature of tumor macrophages that included, among other

genes, TREM2, recently shown to promote chronic lung diseases

through inhibitionofmacrophageapoptosis after acute viral infec-

tion (Wu et al., 2015). Finally, using multiplex tissue imaging, we

identified clusters of PD-L1+ macrophages at the tumor-invasive

margin, suggesting their potential contribution to modulating

T cell entry in the tumor lesion. Accordingly, increased macro-

phages correlated with reduced T cells at the tumor site and, in

contrast to TLS-enriched tumors, lesions devoid of TLS were

mostly enriched in macrophages. Thus, lung tumors enriched in

macrophages and reduced in TLS may specifically benefit from

immunotherapy strategies to deplete macrophages while ex-

panding DC prior to treatment with checkpoint blockade.

By combining multiplex tissue imaging and paired single-cell

analysis of the tumor, nLung, and blood, this study provides a

detailed immune cell atlas of early lung adenocarcinoma and

identifies, along with specific T cell alterations, innate immune

cell changes that are unique to the tumor lesion and absent

from nLung. Our identification of significant innate immune cell

changes in early stage lung adenocarcinoma lesions suggests

that neo-adjuvant or adjuvant immunotherapy strategies tailored

to restore innate immune changes might be uniquely poised to

shape the tumor T cell microenvironment and transform tumor

response to checkpoint blockade.
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SUMMARY

Cannabinoid receptor 1 (CB1) is the principal target
of D9-tetrahydrocannabinol (THC), a psychoactive
chemical from Cannabis sativa with a wide range of
therapeutic applications and a long history of recrea-
tional use. CB1 is activated by endocannabinoids
and is a promising therapeutic target for pain man-
agement, inflammation, obesity, and substance
abuse disorders. Here, we present the 2.8 Å crystal
structure of human CB1 in complex with AM6538, a
stabilizing antagonist, synthesized and character-
ized for this structural study. The structure of the
CB1-AM6538 complex reveals key features of the
receptor and critical interactions for antagonist
binding. In combination with functional studies and
molecular modeling, the structure provides insight
into the binding mode of naturally occurring CB1

ligands, such as THC, and synthetic cannabinoids.
This enhances our understanding of the molecular
basis for the physiological functions of CB1 and pro-
vides new opportunities for the design of next-gener-
ation CB1-targeting pharmaceuticals.

INTRODUCTION

Marijuana from Cannabis sativa L. has been used for both thera-

peutic and recreational purposes for many centuries (Lem-

berger, 1980; Li, 1973). In the 1940s, chemistry based on com-

pounds isolated from the plant (Wollner et al., 1942) produced

novel biologically active molecules (Adams et al., 1948; Ghosh

et al., 1940); however, it was not until the 1960s that the ac-

tive constituent of marijuana, D9-tetrahydrocannabinol (THC), a

terpenoid molecule, was isolated and characterized (Gaoni and

Mechoulam, 1964). This provided an early molecular foundation

for medicinal chemists to develop related structural analogs and

new synthetic ligands (Makriyannis and Rapaka, 1990; Razdan,

1986). Initially, due to their lipophilic nature, it was assumed

that cannabinoids exerted their effects by perturbing the phys-

ical properties of biological membranes (Makriyannis, 2014;

Mavromoustakos et al., 1995). This assumption was challenged

with the discovery, cloning, and expression of the first cannabi-

noid-specific membrane receptor, then designated as the

cannabinoid receptor (CB) (Devane et al., 1988; Matsuda et al.,

1990). With the subsequent identification of a second receptor,

the designation evolved to CB1 and CB2 (Munro et al., 1993).

The discovery of the endogenous agonists to the receptors,

the endocannabinoids, anandamide (Devane et al., 1992), and

2-arachidonoyl glycerol (2-AG) (Mechoulam et al., 1995) soon

followed.

Cannabinoid receptors belong to the class A G protein-

coupled receptor (GPCR) family, signal through inhibitory Gai/o
heterotrimeric G proteins (Howlett, 1985), and interact with b-ar-

restins (Jin et al., 1999). CB1 is the most highly expressed GPCR

in the human brain and is expressed throughout the body, with

the highest levels found in the central nervous system (Herken-

ham et al., 1990).

Cannabis has been used for centuries in many cultures to

treat a wide range of medical conditions. More recently, thera-

peutic considerations have moved beyond the plant extract

to explore and produce more pharmacologically refined com-

pounds. CB1-selective small-molecule agonists have shown

therapeutic promise in a wide range of disorders, including

pain and inflammation (Cravatt and Lichtman, 2004), multiple

sclerosis (Pertwee, 2002; Pryce and Baker, 2015), and

neurodegenerative disorders (Fernández-Ruiz et al., 2015).

The first CB1-selective antagonist/inverse agonist, rimona-

bant (SR141716, Acomplia [Sanofi-Aventis]) (Rinaldi-Carmona
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et al., 1994), received approval from the European Medical

Agency as an adjunct to diet and exercise for treating obesity

(Janero and Makriyannis, 2009). Antagonists of CB1 have

been explored as potential therapeutics for obesity-related

metabolic disorders (Mazier et al., 2015), mental illness (Black

et al., 2011; Rubino et al., 2015), liver fibrosis (Mallat et al.,

2013), and nicotine addiction (Schindler et al., 2016).

However, rimonabant and other ligands in its class were not

approved in the United States due to concerns about adverse

events, such as increased anxiety, depression, and suicidal

ideation.

Numerous studies have investigated how ligands binding

CB1 can mediate downstream signaling. While the variety of

compounds exhibiting different pharmacological profiles have

provided clues regarding CB1 activation, the molecular details

defining the binding modes of both endogenous and exogenous

ligands are still largely unknown (Guo et al., 1994; Makriyannis,

2014; Picone et al., 2005). In order to address this deficit in un-

derstanding, we have determined the crystal structure of CB1

in complex with a tight binding antagonist AM6538. In conjunc-

tion with molecular docking, the structure was used to elucidate

the binding modes of a diverse set of antagonists/inverse ago-

nists and agonists of CB1. The structural details of the cannabi-

noid receptor reported herein improve our understanding of how

ligands engage tomodulate the cannabinoid system and provide

a useful model to facilitate the design of next-generation phar-

maceuticals to avoid unwanted side effects. The findings provide

insight into mechanisms of slow dissociation of antagonists,

which may potentially translate into long acting pharmacological

effects.

RESULTS

Synthesis of CB1 Stabilizing Antagonist AM6538 for
Structural Studies
One of the key factors facilitating the structure determination

of CB1 (Figure 1) is utilization of the antagonist AM6538, the

synthesis of which resulted from the strategic modification of

rimonabant to enhance its ability to stabilize the ligand-receptor

complex and promote CB1 crystal formation. In contrast with

rimonabant, the 5-phenyl ring substituent was modified so as to

introduce motifs (ex. alkyne unit) that could favor increased

affinity for the CB1 receptor (Tam et al., 2010). The rimonabant

analog, AM251, (1, Figure 2A) (Lan et al., 1999), a compound that

hasbeenusedextensivelyasapharmacological standardCB1-se-

lective antagonist, was used as the precursor in the AM6538

syntheticprocess.SynthesisofAM6538 involves the functionaliza-

tion of the iodo substituent at the para position of the 5-phenyl ring

in AM251 with an acetylenic chain system consisting of four car-

bons and substituted at the omega carbon. To this end,we initially

focused on targeting cysteine residues within CB1 by introducing

suitable electrophilic groups (Janero et al., 2015; Li et al., 2005;

Mercier et al., 2010; Picone et al., 2005; Szymanski et al., 2011)

at the fourth carbon of the alkyne unit, capable of forming a cova-

lentbondwith thecysteine thiol group.ForAM6538,we introduced

at this position a nitrate group (ONO2)whose rolewas to serve as a

polar group, which may be displaced by a suitable nucleophile

(e.g., thiol) (Pattison and Brown, 1956; Yeates et al., 1985) at or

near the binding domain or alternatively bind as an intact group

so as to obtain a non-covalent, near-irreversible attachment by in-

teracting with hydrogen bonding amino acid residues, as well as

Figure 1. Overall Structure of CB1-AM6538 Complex

(A) Side view of the CB1-AM6538 complex. The receptor is shown in gray cartoon representation. The ligand AM6538, shown with green sticks, demarcates the

binding pocket, which is partially occluded by the N-terminal loop (red). The nitrate group is not modeled in the experimental crystal structure, as the electron

density was not observed. The extracellular loops (ECLs) are shown in brown and the intracellular loops (ICLs) are shown in purple.

(B) Top view of the extracellular side. The disulfide bond in ECL2 is shown as yellow sticks.

See also Figures S2 and S3.
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residues capable of p-p interactions. In the present study, affinity

mass spectrometry analysis suggests that AM6538 reacts with

CB1 as an intact molecule with no evidence of covalent modifica-

tion of relevant cysteine residues.

AM6538 was a strong candidate for crystallographic studies

of the receptor based on its high affinity and wash-resistant

binding to CB1 as determined by radioligand competition assays

against the tritiated agonist, [3H]-CP55,940 (Ki = 3.4 ± 1.0 nM)

(Figures 2B–2D). This is in contrast to rimonabant, which can

be readily washed out of membranes, permitting subsequent

radioligand binding (Figures 2B–2D). Importantly, the crystallized

CB1 construct (described below) has comparable affinity for

AM6538 as the wild-type receptor (Ki = 5.1 ± 0.9 nM).

In functional assays, AM6538 is a competitive antagonist of the

effects of CP55,940 and THC on CB1-mediated inhibition of ad-

enylyl cyclase activity and b-arrestin2 recruitment in overexpres-

sion systems (Figures S1A and S1B and Table S1). Competitive

antagonism was confirmed by the [35S]-GTPgS binding assays

performed in mouse cerebellum (Figure S1C). For comparison

purposes, competitive antagonism was demonstrated for rimo-

nabant in the same systems (Figure S1 and Table S1).

Structure Determination of CB1-AM6538 Complex
To facilitate crystallization, it was necessary to modify the

wild-type (WT) CB1 sequence. Construct optimization proced-

Figure 2. Synthesis and Characterization of

AM6538

(A) Synthetic procedures for compound AM6538.

(B) Saturation [3H]-CP55,940 binding assays in the

absence (control) or presence of rimonabant

(100 nM) or AM6538 (50 nM) demonstrates that

both antagonists cause displacement of specific

binding of the radioligand when present concur-

rently in the 1 hr binding assay.

(C) Following pretreatment of membranes (37�C,
6 hr) with buffer only (none), rimonabant (100 nM),

or AM6538 (50 nM); membranes were washed

with buffer 33 prior to [3H]-CP55,940 binding as

described for (B).

(D) Percentage of remaining binding (Bmax) de-

tected following the conditions described in (B)

(concurrent) and (C) (pretreat and wash). Both

antagonists decrease the binding of [3H]-

CP55,940 to �30% when incubated concurrently

during the 1 hr binding assay. Under pretreatment

and washout conditions, rimonabant does not

affect subsequent radioligand binding, while

AM6538 continues to compete despite washing of

the membranes.

See also Figure S1 and Table S1.

ures (Lv et al., 2016) identified Flavo-

doxin (Chun et al., 2012) as a stabilizing

fusion partner when inserted within the

receptor’s third intracellular loop (ICL3)

at Val306 and Pro332. Additionally, the

WT receptor was truncated on both

the N and C termini by 98 and 58 resi-

dues, respectively. Finally, in order to

improve the expression and thermostability of the receptor,

four computationally predicted mutations (Thr2103.46Ala

[D’Antona et al., 2006], Glu2735.37Lys, Thr2835.47Val, and

Arg3406.32Glu) were introduced to the CB1 sequence (Figures

S2A–S2C) (superscripts denote amino acid position as

described by Ballesteros and Weinstein [1995]). The

modified CB1 construct was inserted into a pTT5 vector for

expression in HEK293F cells to generate protein (Figure S2D)

that formed crystals in lipidic cubic phase supplemented

with cholesterol (Figure S3E); the crystals diffracted to 2.8 Å

(Table 1).

Based on affinity mass spectrometry analysis, intact AM6538

is associated with the CB1 protein (Figure S3F). Electron

density with three branches was observed near the orthosteric

binding site and modeled as core AM6538 atoms with the

terminal nitrate group omitted (Figures 3D and S3). A molecular

dynamics (MD) simulation was performed on the CB1-AM6538

complex with the nitrate group intact and modeled through

docking analysis, and the results revealed that the root mean

square fluctuation (RMSF) values for the nitrate group and

the hinge carbon atom are higher, suggesting that the

nitrate group is more mobile than other atoms in AM6538 (Fig-

ure S4B). As a modeled ligand with other possibilities to fit the

electron density, further studies on ligand binding are under

investigation.
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Structural Features of CB1 in Complex with AM6538
The overall CB1 structural fold shares a similar architecture with

previously solved class A GPCR structures, containing seven

transmembrane (7TM)a-helices (I toVII) connectedby three extra-

cellular loops (ECL1–3), three intracellular loops (ICL1–3), and an

amphipathic helix VIII (Figures 1A and S3A). The non-truncated

part of the N terminus of CB1, residues 99–112, forms a V-shaped

loop,which inserts into the ligand-bindingpocket and functions as

a plug, restricting access to the pocket from the extracellular side

(Figures 1Aand 1B).While the influenceof crystal packing interac-

tionson theconformationof theN terminus (FigureS3B) cannot be

ruled out, it is interesting to note that the N terminus has been

consistently observed in an ordered form in the structures of the

related lipid receptors LPA1 (lysophosphatidic acid receptor 1)

(Chrencik et al., 2015) and S1P1 (sphingosine 1-phosphate recep-

tor 1) (Hanson et al., 2012) and that the function of CB1 is very

sensitive to the presence of the ordered portion of the N terminus

(Andersson et al., 2003; Fay and Farrens, 2013). ECL2 in CB1

consists of 21 residues folding into an intricate structure that

projects four residues (268–271) into the binding pocket.

Previous work has shown that the four residues are important

for mediating interactions with certain classes of ligands

(Ahn et al., 2009; Bertalovitz et al., 2010) and that the two

cysteines (Cys257 and Cys264) in ECL2 are critical to the function

of CB1 (Fay et al., 2005). In the structure, the conformation of

ECL2 is constrained by the presence of an intraloop disulfide

bond (Cys257-Cys264) (Figure 1B) previously found in the

structures of the closely related LPA1 and S1P1 receptors. The

highly conserved disulfide bond between ECL2 and helix III

(Cys3.25) inmost class AGPCRs is lacking in all three lipid receptor

structures.

AM6538 Interactions in CB1 Ligand-Binding Pocket
The position of the ligand-binding pocket of CB1 is different from

the previously described orthosteric binding sites of other class

A GPCRs. AM6538 lies quite low in the binding pocket of CB1,

immediately above the conserved Trp3566.48 (Figures 3A and

3B). The ligand adopts an extended conformation with the ligand

strain close to its local minimum as determined by quantum

mechanical calculations (Figure S3D).

AM6538 forms mainly hydrophobic interactions with ECL2

and the N terminus, as well as with all CB1 helices except helix

IV (Figures 3A and 3B). As described above, the ligand has a pyr-

azole ring core with three functional groups. For clarity, we have

termed the 2,4-dichlorophenyl ring ‘‘arm 1,’’ the 4-aliphatic chain

substituted phenyl ring ‘‘arm 2,’’ and the piperidin-1-ylcarbamoyl

‘‘arm 3’’ (Figure 3C). The pyrazole ring core (including the 4-methyl

group) is situated between helices II and VII, forming hydrophobic

interactions with the side chains of Phe1702.57, Phe3797.35, and

Ser3837.39 (Figure 3C) and is capped by the N-terminal loop inter-

actions (Met103N-term). Arm 1 is located in a narrow side pocket

(Figure 3B) formed by helices II, III, VI, and VII and forms edge-

face p-p interactions with the side chain of Phe1702.57 and with

the backbone amide bond between Gly1662.53 and Ser1672.54.

This substituted ring moiety forms hydrophobic interactions with

Val1963.32, Trp3566.48, Cys3867.42, Leu3877.43, and Met103N-term

(Figure 3C). The 2,4-dichlorophenyl ring in arm 1 fits well into the

shape of the narrow side pocket (Figure S3C), which explains

why2,4-dichloroor 2-chloro substitutions result in optimal binding

(Lange and Kruse, 2005).

Arm 2 of the ligand extends toward a long, narrow channel

(Figure 3B) formed by helices III, V, VI, and ECL2. The phenyl

group in arm 2 establishes p-p interactions with Phe102N-term,

Phe268ECL2, and Trp3566.48; hydrophobic interactions with

Table 1. Crystallographic Data Collection and Refinement

Statistics

Data Collection and Refinement Statistics

Ligand AM6538

Number of crystals 29

Data Collection

Space group C2

Cell dimensions

a,b,c (Å) 116.56, 52.63, 143.63

b (�) 111.14

Number of reflections measured 160,794

Number of unique reflections 19,837

Resolution (Å) 47.30 - 2.80 (2.90-2.80)

Rmerge
a 0.126 (0.520)

Mean I/s(I) 10.1 (2.1)

Completeness (%) 97.4 (94.1)

Redundancy 8.1 (4.6)

CC1/2 0.999 (0.44)

Refinement

Resolution (Å) 47.05 - 2.80

Number of reflections (test set) 19,827 (985)

Rwork/Rfree 0.207/0.238

Number of Atoms

CB1 2,312

Flavodoxin 1,103

AM6538b 33

Lipid and other 102

Average B Factor (Å2)

Wilson 73.6

Overall 87.4

CB1 110.6

Flavodoxin 66.6

AM6538 119.5

Lipid and other 79.7

rmsds

Bond lengths (Å) 0.004

Bond angles (�) 0.638

Ramachandran Plot Statistics (%)c

Favored regions 97.7

Allowed regions 2.3

Disallowed regions 0
aData for high-resolution shells are shown in parenthesis.
bNitrate group is excluded due to the absence of electron density.
cAs defined in MolProbity.
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Leu1933.29, Val1963.32, and Leu3596.51 are observed. A triple

bond within the long aliphatic chain in arm 2 forms p-p interac-

tions with Phe268ECL2 and Trp3566.48 and forms hydrophobic

interactions with several residues, including Leu1933.29,

Val1963.32, Thr1973.33, Leu3596.51, and Met3636.55 (Figure 3C).

Interestingly, the binding mode of the long hydrophobic chain

is similar to that of ML056 with the S1P1 receptor (Figure 3B),

implying that this could be a conserved binding pocket for long

aliphatic chains in lipid-binding receptors. In regards to the ni-

trate group that has not been observed in the crystallographic

structure, our docking experiments define a domain in which

the nitrate group is interacting with residues Thr1973.33,

Tyr2755.39, and Trp2795.43 through hydrogen bonding and p-p

interactions (Figure S4A).

Finally, arm 3 extends toward a gap constituted by helices I, II,

VII capped by the N-terminal loop (Figure 3B). It forms interac-

tions with hydrophobic residues, Met103N-term, Ile105N-term,

Ile1191.35, Ser1231.39, Phe1702.57, Phe1742.61, Ala3807.36,

Ser3837.39, and Met3847.40 (Figure 3C). Unlike the p-p interac-

tions formed by the other two arms, the interactions between

arm 3 and the receptor are non-specific.

Among the interactions between AM6538 and CB1,

Phe1702.57 plays an important role by interacting with the pyra-

zole ring core, as well as rings in arm 1 and arm 3. Moreover,

Phe1702.57 is pushed by the ligand to move toward helix I, result-

ing in a tilt of the last two turns (residues 170–177) of helix II

toward helix I, compared to S1P1 and LPA1, the two closest

homologs (Figures 4A and 4B). This tilted helix II, in turn, pushes

Figure 3. Analysis of the Ligand Binding

Pocket of CB1

(A) Key residues in CB1 for AM6538 binding.

AM6538 (green carbons) and CB1 residues (teal

carbons) involved in ligand binding are shown in

stick representation. The receptor is shown in gray

cartoon representation.

(B) The shape of the ligand binding pocket.

AM6538 (green carbons) and ML056 (brown car-

bons) are shown in stick representation.

(C) Schematic representation of interactions be-

tween CB1 and AM6538. The 2,4-dichlorophenyl

ring in the red circle is termed as arm 1; the

4-aliphatic chain substituted phenyl ring in the blue

circle is termed as arm 2; the piperidin-1-ylcarba-

moyl in the green circle is termed as arm 3. The

nitrate group, which was not observed in the

electron density, is shown in gray.

(D) Electron density maps calculated from the

refined structure of the CB1-AM6538 complex.

jFoj-jFcj omit map (blue mesh) of the ligand

AM6538 is shown (contoured at 3 s).

See also Figure S3.

helix I by about 7 Å, mainly due to interac-

tions with the two bulky residues

Phe1702.57 and Phe1742.61.

The role of Lys1923.28 in CB1 has been

intensively researched. It was reported

that Lys192Ala/Lys192Gln/Lys192Glu

mutants decreased the affinities of

several agonists such as CP55,940, HU-210, and anandamide

(Chin et al., 1998; Hurst et al., 2002; Pan et al., 1998; Song and

Bonner, 1996). Previously, it was suggested that Lys1923.28

has direct interactions with CB1 ligands. However, in our CB1

structure, Lys1923.28 does not interact directly with AM6538.

Instead, it forms a salt bridge/hydrogen bond network that stabi-

lizes the conformation of ECL1, the N terminus, and the extracel-

lular parts of helices II and III. The side chain of Lys1923.28 points

away from the binding pocket and forms salt bridges with

Asp1762.63 and Asp184ECL1, while Asp184ECL1 further stabilizes

the N terminus by forming a hydrogen bondwith the backbone of

Phe102N-term (Figure 4C).

Structural Comparison of the CB1, LPA1, and S1P1

Receptors
CB1, LPA1, and S1P1 receptors all bind lipid-derived endoge-

nous ligands (anandamide/sn-2-arachidonoylglycerol, sphingo-

sine-1-phosphate, lysophosphatidic acid) (Shimizu, 2009). Early

sequence analysis revealed that CB1 has a moderate sequence

identity with LPA1 (13% overall, 28% in TM regions) and S1P1

(14% overall, 27% in TM regions) (Bramblett et al., 1995; Isberg

et al., 2016) (Figure S5). Crystal structures of LPA1 (Chrencik

et al., 2015) and S1P1 (Hanson et al., 2012) have been recently

determined. The main structural difference between the three

lipid receptors occurs in the extracellular portion, with the most

striking being the unique conformation of the N-terminal loop of

CB1 (Figures 4A and 4B). For all three receptors, the N terminus

has a role in ligand recognition. Comparing the ligand binding
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positions of the three receptors, AM6538 lies more horizontally

than the ligands in LPA1 and S1P1, with arm 1 inserted deeper

into the side pocket (Figure 4A). Consistently, the N-terminal

loop in CB1 is positioned deeper into the binding pocket

compared to the N-terminal helices of LPA1 and S1P1, which

are both positioned as a cap on their respective ligand binding

pockets. As a consequence, helix I of CB1 is pushed outward

�7 Å relative to LPA1 and S1P1 by arm 2, opening awider gap be-

tween helices I and VII thanwhat was observed in LPA1 and S1P1

(Figure 4A). Moreover, helix II and ECL1 change their conforma-

tion inCB1,with helix II shifting 2 Å further from thebinding pocket

compared with LPA1 and S1P1, and ECL1 changing from a short

helical region in LPA1 andS1P1 to a loop inCB1 (Figure 4B). These

conformational changes effectively enlarge the binding pocket of

CB1, allowing access to the re-entrant N-terminal loop, and

contribute to the extensive surface area and multiple sub-

pockets associated with CB1. Finally, the ECL3 region of CB1 dif-

fers from that of its related receptors by a three helical turn exten-

sion of helix VII, which increases the rigidity and presumably

decreases the flexibility of this loop region in CB1 (Figure 4A).

The arrangement of Lys1923.28 in CB1 is unique when

compared with its equivalent residue Arg3.28 in LPA1 and S1P1.

In LPA1 and S1P1, Arg
3.28 points into the binding pocket forming

a strong interactionwith the phosphate head group of the ligands

(Figures 4D and 4E); it is stabilized by the negatively charged or

polar residue 3.29 (Gln125 in LPA1 and Glu121 in S1P1). How-

ever, in CB1 the environment near Leu1933.29 and the ligand is

hydrophobic, thus, it is energetically favorable for the positively

Figure 4. Comparison of CB1, LPA1, and S1P1 Structural Features

(A) Side view of CB1 with structurally divergent regions of LPA1 (PDB: 4Z34) and S1P1 (PDB: 3V2Y) overlaid. LPA1 and S1P1 receptors are shown in gray cartoons.

The CB1 N-terminal loop (red) occupies the polar binding pocket, helix I (red helix) is shifted out 7 Å compared with the other two receptors. ECL3 of CB1 shows a

three helical turn extension of helix VII (brown helix).

(B) 90� rotation of (A) for a top view of CB1 with structurally divergent regions of LPA1 (4Z34) and S1P1 (3V2Y) overlaid. CB1 shows a conserved conformation of

ECL2 (blue) with the other two receptors, helix II is shifted out 2 Å (purple helix).

(C–E) The interaction network of position 3.28 of CB1 (K192), LPA1 (R124), and S1P1 (R120). Polar interactions are represented by black dashed lines. (C) CB1 is

shown in gray cartoon, AM6538 is shown in green sticks and the key residues are shown in blue sticks; (D) LPA1 is shown in gray cartoon, ONO-9780307 is shown

in purple-blue sticks and the key residues are shown in cyan sticks; (E) S1P1 is shown in gray cartoon, ML056 is shown in orange sticks and the key residues are

shown in pink sticks.

See also Figure S5.
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charged Lys1923.28 to point away from the binding pocket (Fig-

ure 4C). In fact, Lys1923.28 functions as a stabilization anchor

by forming a salt bridge/hydrogen bond network instead of

directly interacting with the ligand as Arg3.28 in LPA1 and S1P1.

Another major difference of the endogenous ligands of CB1

(anandamide, 2-AG), LPA1 (LPA) and S1P1 (S1P) is the head

group. The heads of LPA1 and S1P1 ligands are negatively

charged phosphate groups, while the heads of CB1 ligands are

neutral. In fact, phosphorylation of the head group of CB1 ligands

anandamide and 2-AG would transform them into ligands of

LPA1 (Chrencik et al., 2015).

Binding Modes of Representative Antagonists to CB1

We performed docking of AM6538 and three CB1 antagonists:

rimonabant, otenabant, and taranabant (Figure 5, Table S2),

which represent diverse scaffolds of CB1 antagonists used in

clinical trials. For each compound, the top one ranked pose

was used for analysis. The docking pose of AM6538 reproduces

the crystallographic pose (Figure S4A), with a root mean

square deviation (RMSD) of 0.55 Å. For the three antagonists,

their first-ranked docking poses resemble that of AM6538 in

the crystal structure, with three arms that fit into the three

branches of the binding pocket, as described in the AM6538

binding mode (Figure 5A). As denoted for AM6538, the arms in

the side pocket, long channel, and gap are termed arm 1, arm

2, and arm 3 (Figure 5B). The scaffolds of arm 1 and arm 2 of

the three antagonists are very similar to each other, and so are

the docking poses. The biggest difference is from arm 3, yet

they are all quite bulky, which we speculate is the signature for

CB1 antagonists. Taranabant has the highest affinity with CB1

among the three ligands (Table S2). It does not have a rigid aro-

matic ring at the core, allowing its arm 2 and arm 3 to have more

freedom to form stronger interactions with surrounding residues

(Figure 5C). Mutagenesis of Phe1702.57Ala or Phe1742.61Ala re-

sults in dramatically reduced functional affinity for rimonabant

and AM6538, while neither mutation alters the potency of the

agonist, CP55,940. More conservative mutations to tryptophan

(Phe1702.57Trp or Phe1742.61Trp) at either site have no

Figure 5. Docking of Different Antagonists in the CB1 Crystal Structure

(A) CB1 binding pocket with rimonabant (blue sticks), otenabant (raspberry sticks), and taranabant (brown sticks) are shown in gray surface representation.

(B) Chemical structures of rimonabant, otenabant, and taranabant. The red/blue/green rectangles highlight previously described ‘‘arms’’ of the molecule termed

arm 1/arm 2/arm 3 (see Figure 3C).

(C) Predicted bindingmodes of rimonabant (blue sticks), otenabant (raspberry sticks), and taranabant (brown sticks) with CB1. The interacting residues are shown

in yellow sticks, and H178 is shown in green sticks.

See also Figure S4 and Table S2.
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appreciable effect on antagonist binding, further supporting the

importance of the hydrophobic interactions at this site (Figures

S4G and S4H). In addition, we performed 50 ns MD simulations

to visually assess the predicted ligand-receptor interactions,

starting from the docking poses. The RMSD values of AM6538,

rimonabant, and otenabant are about 1.4 Å. For taranabant, the

value is larger (about 3 Å), in accordance with its lack of the

core aromatic ring (Figures S4C–S4F). The predicted interactions

of the ligandsare conservedduring the shortMDsimulations. The

central structure of AM6538 in MD simulation is closest to the

docking pose.

Docking Poses of Representative Agonists of CB1

Although the crystal structure we present is in the inactive state,

we are able to investigate how representative agonists likely bind

to the orthosteric pocket of CB1 by integrating molecular dock-

ing, mutagenesis, and SAR data (Ahn et al., 2009; Aung et al.,

2000; Bertalovitz et al., 2010). Six CB1 agonists (Table S2)—the

classical cannabinoids, THC andCP55,940; the endogenous ag-

onists, anandamide and 2-AG; and indole derivatives, JWH-018

and WIN 55,212-2—were selected for docking studies. These

agonists mainly interact with ECL2, N-terminal loop, helices III,

VI, and VII, and they do not interact with helices I and II. Their pre-

dicted binding modes are shown in Figure 6. For THC and

CP55,940, the rings reside between the N-terminal loop and

ECL2, forming p-p interactions with Phe268ECL2 (Figures 6A

and 6B), and the carbon chains extend into the long channel

and interact with residues from helices III, VI, and VII.

CP55,940 does not interact with helices I and II, which is sup-

ported by our mutagenesis studies: mutations on Phe170 and

Phe174 (Phe1702.57Ala/Trp or Phe1742.61Ala/Trp) do not alter

the potency of CP55,940 (Figure S4G). Anandamide and 2-AG

were predicted to adopt a C-shaped conformation and occupy

a similar space as THC (Figures 6C and 6D). Their hydrophilic

heads are sandwiched between the N-terminal loop and ECL2,

and their long aliphatic tails extend deeper into the long channel.

JWH-018 and WIN 55,212-2, however, are predicted to bind

deeper in the pocket than THC (Figures 6E and 6F). Both the

indole rings and naphthalene rings form p-p interactions with

Phe268ECL2. The N-substituents reach the end of the long chan-

nel and interact with helix V. The binding mode of JWH-018 and

WIN 55,212-2 is supported by mutations on helix V (McAllister

et al., 2003; Song et al., 1999) and SAR study of N-alkyl chain

length (Aung et al., 2000). Notably, all of the agonists interact

with Phe268ECL2 and Phe3797.35 in our docking poses, which

is consistent with mutagenesis studies on ECL2 (Ahn et al.,

2009) and Phe3797.35 (Figure S4I). Any of the following indivi-

dual mutations—Phe268ECL2Trp, Pro269ECL2Ala, His270ECL2Ala,

Ile271ECL2Ala, or breaking of the disulfide bond Cys257-Cys264

on ECL2—dramatically decreased the binding of all three

different types of agonists, yet had little impact on antagonist

binding (Ahn et al., 2009). The prominent role of Phe3797.35 to

facilitate CP55,940 functional affinity is supported by the loss

of CP55,940 potency with the Phe3797.35 Trp mutation and an

even greater loss of agonist activity with the Phe3797.35Ala mu-

tation (Figure S4I). While these mutations dramatically affected

CP55,940 agonism, they had no impact on antagonist/inverse

agonist (AM6538 or rimonabant) displacement of agonist (Fig-

ure S4J), further supporting the predicted binding pose of

CP55,940 (Figure 6G).

DISCUSSION

The ligand used in this study, AM6538, was designedwith the aim

of stabilizing the ligand-CB1 receptor complex andpromotingCB1

crystal formation. For this purpose, our approach focused on the

use of the substituted biarylpyrazole chemotype based on the

structure of rimonabant for obtaining highly utilized proprietary

probes. Within this class of compounds, a slight modification of

the chemotype led to AM251, a commonly used CB1 inverse

agonist/antagonist (Lanetal., 1999), andAM281, aCB1antagonist

whose radiolabelingproduced the first in vivo imaging agent for la-

beling CB1 in nonhuman primates and humans (Berding et al.,

2004;Gatley et al., 1998). AM6538 acts as aCB1 stabilizing antag-

onist, and the ligand was effective in allowing structural deter-

mination of CB1. AM6538 reacts as an intact molecule with no

crystallographic evidence of covalent binding while at the

same time not revealing the location of the terminal nitrate group

in the X-ray structure. While radioligand binding studies demon-

strate that AM6538 binds tightly to the receptor, the precise

mode of action for stabilizing the receptor remains to be

determined.

To date, there remains considerable controversy with re-

gards to CB1 ligands and their diverse medical applications.

This is likely due in part to the wide availability and illicit nature

of the most famous CB1 pharmaceutical, marijuana. Marijuana

has been widely used across many cultures to treat multiple

conditions, with most of the results relayed via oral tradition,

anecdote, political position, or with economic interest prevent-

ing an objective interpretation of therapeutic efficacy in any

particular disease state (Whiting et al., 2015). The medicinal

marijuana movement continues to gain support, and clinical tri-

als with well-defined endpoints will continue to educate the

medical and pharmaceutical communities regarding the relative

benefits and drawbacks of targeting this physiological system.

The crystal structure of CB1 in complex with AM6538 reveals

an expansive and complicated binding pocket network consist-

ing of multiple sub-pockets and channels to various regions of

the receptor. The three-arm ligand structure is common to CB1

antagonists and inverse agonists and may be critical for

stabilizing the inherent flexibility of the native receptor in a

non-signaling conformation. Combining the 3D structure of

CB1 and molecular docking of the three representative antago-

nists, which act as inverse agonists, rimonabant, otenabant,

and taranabant, the role of each arm is clearly illustrated. Arm

1 is crucial for high affinity binding, while arm 2 extends into

the long channel. An aliphatic or aromatic ring on arm 3 pushes

on helices I and II, causing them to bend outward, and poten-

tially modulating the pharmacological signaling state of the

receptor. Together with structure and modeling data, we spec-

ulate that a bulky ring on arm 3 is essential for CB1 antagonism.

This observation provides direction for designing more diverse

compounds as we have learned that variable chemical groups

are tolerated at the core of arm 3, a long carbon chain can be

added at the para-position of the phenyl ring in arm 2. For

example, introduction of a 4-cyanobut-1-ynyl at arm 2
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Figure 6. Docking Poses of Different Cannabinoid Receptor Agonists
(A–F) Chemical structures and predicted binding poses of THC (pink sticks) (A), CP55,940 (magenta sticks) (B), Anandamide (cyan sticks) (C), 2-AG (green sticks)

(D), JWH-018 (yellow sticks) (E), and WIN 55,212-2 (blue sticks) (F).

(G) Zoom-in view of predicted CP55,940 binding pose. CP55,940 is shown inmagenta sticks, AM6538 is shown in green sticks, and the key residues are shown in

slate sticks.

See also Figure S4 and Table S2.
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produces AM6545 (Table S2), a high-affinity CB1 neutral antag-

onist (Tam et al., 2010).

Understanding the nuances of CB1 binding and activation is

important, as human use has noted differences between the

phytocannabinoid agonist THC and the synthetic cannabinoid

constituents of ‘‘Spice’’ or ‘‘K-2’’ such as JWH-018. In general,

cannabinoid agonists are routinely abused substances; yet,

while overdose of THC/marijuana has not been documented,

there have been cases of severe and even deadly responses

to the ingestion of such synthetic mixtures resulting in federal

restrictions by many countries, including the US. It remains un-

clear as to why THC can have such a high safety margin, while

the synthetic cannabinoid constituents can prove toxic with

varying severities of serious side effects (Hermanns-Clausen

et al., 2013). Going forward, the study of cannabinoids present

in Cannabis sativa will provide clues to its high efficacy and

safety margins and may continue to inspire a rich source of

pharmacologically refined compounds and novel therapeu-

tics; the utility of the crystal structure may provide inspiration

for drug design toward refining efficacy and avoiding adverse

events.
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SUMMARY

Interspecies blastocyst complementation enables
organ-specific enrichment of xenogenic pluripotent
stem cell (PSC) derivatives. Here, we establish a ver-
satile blastocyst complementation platform based
on CRISPR-Cas9-mediated zygote genome editing
and show enrichment of rat PSC-derivatives in
several tissues of gene-edited organogenesis-
disabled mice. Besides gaining insights into species
evolution, embryogenesis, and human disease, inter-
species blastocyst complementationmight allow hu-
man organ generation in animals whose organ size,
anatomy, and physiology are closer to humans. To
date, however, whether human PSCs (hPSCs) can
contribute to chimera formation in non-rodent spe-
cies remains unknown. We systematically evaluate
the chimeric competency of several types of hPSCs
using a more diversified clade of mammals, the un-
gulates. We find that naı̈ve hPSCs robustly engraft
in both pig and cattle pre-implantation blastocysts
but show limited contribution to post-implantation
pig embryos. Instead, an intermediate hPSC type ex-
hibits higher degree of chimerism and is able to
generate differentiated progenies in post-implanta-
tion pig embryos.

INTRODUCTION

Embryonic pluripotency has been captured in vitro at a spectrum

of different states, ranging from the naive state, which reflects

unbiased developmental potential, to the primed state, in which

cells are poised for lineage differentiation (Weinberger et al.,

2016; Wu and Izpisua Belmonte, 2016). When attempting to

introduce cultured pluripotent stem cells (PSCs) into a devel-

oping embryo of the same species, recent studies demonstrated

that matching developmental timing is critical for successful

chimera formation. For example, naive mouse embryonic stem

cells (mESCs) contribute to chimera formation when injected

into a blastocyst, whereas primed mouse epiblast stem cells

(mEpiSCs) efficiently engraft into mouse gastrula-stage em-

bryos, but not vice versa (Huang et al., 2012; Wu et al., 2015).

Live rodent interspecies chimeras have also been generated us-

ing naive PSCs (Isotani et al., 2011; Kobayashi et al., 2010; Xiang

et al., 2008). However, it remains unclear whether naive PSCs

can be used to generate chimeras between more distantly

related species.

The successful derivation of human PSCs (hPSCs), including

ESCs from pre-implantation human embryos (Reubinoff et al.,

2000; Thomson et al., 1998), as well as the generation of induced

pluripotent stem cells (iPSCs) from somatic cells through cellular

reprograming (Takahashi et al., 2007; Park et al., 2008; Wernig et

al., 2007; Yu et al., 2007; Aasen et al., 2008), has revolutionized

the way we study human development and is heralding a new

age of regenerative medicine. Several lines of evidence indicate

that conventional hPSCs are in the primed pluripotent state,

similar to mEpiSCs (Tesar et al., 2007; Wu et al., 2015). A number

of recent studies have also reported the generation of putative

naive hPSCs that molecularly resemble mESCs (Gafni et al.,

2013; Takashima et al., 2014; Theunissen et al., 2014). These

naive hPSCs have already provided practical and experimental

advantages, including high single-cell cloning efficiency and

facile genome editing (Gafni et al., 2013). Despite these

advances, it remains unclear how the putative higher develop-

mental potential of naive hPSCs can be used to better
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understand human embryogenesis and to develop regenerative

therapies for treating patients.

Like naive rodent PSCs, naive hPSCs can potentially be used to

generate interspecies chimeras for studying human development

and disease, and producing functional human tissues via interspe-

cies blastocyst complementation. To date, however, all reported

attempts on generating hPSC-derived interspecies chimeras

have used the mouse as the host animal, and the results obtained

suggest that this process is rather inefficient (Gafni et al., 2013;

Theunissen et al., 2014, 2016). Although the mouse is one of the

most important experimental models for stem cell research, there

are considerable differences between humans andmice (e.g., early

post-implantation development, embryo size, gestational length,

and developmental speed), which may hinder not only the effi-

ciency but also the usefulness of human-mouse chimeric studies.

Thus, expanding the repertoire of host species may complement

this incipient but promising area of research in the field of regener-

ative medicine. In particular, interspecies chimera research of

A B

C D

E F

Figure 1. Interspecies Rat-MouseChimeras

Derived from Rat PSCs

(A) Rat-mouse chimeras generated by rat ESCs

(DAC2). Left, anE18.5 rat-mouse chimeric fetus.Red,

hKO-labeled rat cells. Right, a 12-month-old (top) and

24-month-old (bottom) rat-mouse chimera.

(B) Chimera forming efficiencies with rat ESC lines

(DAC2 and DAC8) and rat iPSC lines (SDFE and

SDFF). n, number of embryo transfers.

(C) Representative fluorescence images showing

hKO-labeled rat ESCs (DAC2) contributed to

different tissues in the 24-month-old rat-mouse

chimera. Red, hKO-labeled rat cells. Blue, DAPI.

Scale bar, 100 mm.

(D) Representative immunofluorescence images

showing the expression of aging-related histone

marks, including H3K9me3 and H4K20me3, in the

kidney tissue of neonatal and 24-month-old chi-

meras. Scale bar, 10 mm.

(E) Levels of chimerism of rat ESCs (DAC2) in

different tissues of the 24-month-old rat-mouse

chimera. Error bars indicate SD.

(F) Rat iPSCs (SDFE) contributed to the neonatal

mouse gall bladder. Left, bright-field (top) and

fluorescence (bottom) images showing a neonatal

mouse gallbladder contained cells derived from rat

iPSCs. White arrowheads indicate the gallbladder.

Right, representative immunofluorescence images

showing the expression of a gallbladder epithelium

marker (EpCAM) by rat cells. Red, hKO-labeled rat

cells; blue, DAPI. Scale bar, 50 mm.

See also Figure S1 and Table S2.

hPSCs using ungulates, e.g., pigs, cattle,

and sheep, could lead to improved

research models, as well as novel in vivo

strategies for (1) generating human organs

and tissues, (2) designing new drug

screening methodologies, and (3) devel-

oping new human disease models (Wu

and Izpisua Belmonte, 2015). Experiments

to empirically test and evaluate the

chimeric contribution of various types of hPSCs in the ungulates

are thus imperative, but currently lacking. To start filling this void,

we tested different types of hPSCs for their chimeric contribution

potential in two ungulate species, pigs and cattle.

RESULTS

Naive Rat PSCs Robustly Contribute to Rat-Mouse
Interspecies Chimera Formation
We first used rodentmodels to gain a better understanding of the

factors and caveats underlying interspecies chimerism with

PSCs. To this end, we used two chimeric-competent rat ESC

lines, DAC2 and DAC8 (Li et al., 2008). We labeled both lines

with a fluorescent marker, humanized kusabira orange (hKO),

for cell tracking and injected them into mouse blastocysts.

Following embryo transfer (ET) into surrogate mouse mothers,

both DAC2 and DAC8 lines gave rise to live rat-mouse chimeras

(Figures 1A and S1A). Many of the chimeras developed into
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adulthood, and one chimera reached 2 years of age (Figure 1A),

indicating that the xenogeneic rat cells sustained the physiolog-

ical requirements of themouse host without compromising its life

span. We also generated two rat iPSC lines (SDFE and SDFF)

from tail tip fibroblasts (TTFs) isolated from a neonatal

Sprague-Dawley rat and used them to generate rat-mouse chi-

meras. Similar to rat ESCs, rat iPSCs could also robustly

contribute to chimera formation in mice (Figure S1B). Overall,

the chimera forming efficiencies of all rat PSC lines tested

were �20%, consistent with a previous report (Figure 1B) (Ko-

bayashi et al., 2010).

We observed contribution of rat cells to a wide range of tissues

and organs in both neonatal and aged rat-mouse chimeras (Fig-

ures 1C, S1A, and S1B). We examined aging-related histone

marks in both neonatal and aged chimeras and found that the

2-year-old chimera exhibited histone signatures characteristic

of aging (Figure 1D). We quantified the degree of chimerism in

different organs of the aged chimera via quantitative qPCR anal-

ysis of genomic DNA using a rat-specific primer (Table S2). We

found that different tissues contained different percentages of

rat cells, with the highest contribution observed in the heart

(�10%) (Figure 1E).

One anatomical difference between mice and rats is that rats

lack a gallbladder. In agreement with a previous report (Kobaya-

shi et al., 2010), we also observed the presence of gallbladders in

rat-mouse chimeras (chimeras derived from injecting rat PSCs

into a mouse blastocyst). Interestingly, rat cells contributed to

the chimeric gallbladder and expressed the gallbladder epithe-

lium marker EpCAM (Figures 1F and S1C), which suggests that

the mouse embryonic microenvironment was able to unlock a

gallbladder developmental program in rat PSCs that is normally

suppressed during rat development.

A Versatile CRISPR-Cas9-Mediated Interspecies
Blastocyst Complementation System
Chimeric contribution of PSCs is random and varies among

different host blastocysts and donor cell lines used. To selec-

tively enrich chimerism in a specific organ, a strategy called

blastocyst complementation has been developed where the

host blastocysts are obtained from a mutant mouse strain in

which a gene critical for the development of a particular lineage

is disabled (Chen et al., 1993; Kobayashi et al., 2010; Wu and

Izpisua Belmonte, 2015). Mutant blastocysts used for comple-

mentation experiments were previously obtained from existing

lines of knockout mice, which were generated by gene targeting

in germ-line-competent mouse ESCs—a time-consuming pro-

cess. To relieve the dependence on existing mutant strains,

we developed a blastocyst complementation platform based

on targeted genome editing in zygotes. We chose to use the

CRISPR-Cas9 system, which has been harnessed for the effi-

cient generation of knockout mouse models (Wang et al.,

2013) (Figure 2A).

For proof-of-concept, we knocked out the Pdx1 gene in

mouse by co-injecting Cas9 mRNA and Pdx1 single-guide

RNA (sgRNA) into mouse zygotes. During mouse development,

Pdx1 expression is restricted to the developing pancreatic

anlagen and is a key player in pancreatic development. Mice ho-

mozygous for a targeted mutation in Pdx1 lack a pancreas and

die within a few days after birth (Jonsson et al., 1994; Offield

et al., 1996). Similarly, Pdx1�/� mice generated by the zygotic

co-injection of Cas9 mRNA and Pdx1 sgRNA were apancreatic,

whereas other internal organs appeared normal (Figure S2A).

These mice survived only a few days after birth. We observed

the efficiency for obtaining Pdx1�/� mouse via CRISPR-Cas9

zygote genome editing was �60% (Figure S2F). Next, we com-

bined zygotic co-injection of Cas9/sgRNA with blastocyst injec-

tion of rat PSCs, and found that rat PSC-derivatives were

enriched in the neonatal pancreas of Pdx1�/� mice and ex-

pressed a-AMYLAYSE, a pancreatic enzyme that helps digest

carbohydrates (Figures 2B and S2B). Of note is that in these an-

imals the pancreatic endothelial cells were still mostly of mouse

origin, as revealed by staining with an anti-CD31 antibody (Fig-

ure 2B). Importantly, pancreas enriched with rat cells supported

the successful development of Pdx1�/� mouse host into adult-

hood (>7 months), and maintained normal serum glucose levels

in response to glucose loading, as determined using the glucose

tolerance test (GTT) (Figure S2C).

Taking advantage of the flexibility of the CRISPR-Cas9 zy-

gotic genome editing, we next sought to enrich xenogenic rat

cells toward other lineages. Nkx2.5 plays a critical role in early

stages of cardiogenesis, and its deficiency leads to severe

growth retardation with abnormal cardiac looping morphogen-

esis, an important process that leads to chamber and valve for-

mation (Lyons et al., 1995; Tanaka et al., 1999). Mice lacking

Nkx2.5 typically die around E10.5 (Lyons et al., 1995; Tanaka

et al., 1999). Consistent with previous observations, CRISPR-

Cas9 mediated inactivation of Nkx2.5 resulted in marked

growth-retardation and severe malformation of the heart at

E10.5 (Figure S2D). In contrast, when complemented with rat

PSCs, the resultant Nkx2.5�/� mouse hearts were enriched

with rat cells and displayed a normal morphology, and the em-

bryo size was restored to normal (Figures 2C and S2D). Of note

is that although rat PSCs rescued embryo growth and cardiac

formation in E10.5 Nkx2.5�/� mouse embryos, to date we still

have not obtained a live rescued chimera (n = 12, where n is

the number of ETs). Pax6 is a transcription factor that plays

key roles in development of the eye, nose and brain. Mice ho-

mozygous for a Pax6 loss-of-function mutation lack eyes, nasal

cavities, and olfactory bulbs, and exhibit abnormal cortical

plate formation, among other phenotypes (Gehring and Ikeo,

1999). Pax6 is best known for its conserved function in eye

development across all species examined (Gehring and Ikeo,

1999). In agreement with the published work, CRISPR-Cas9

mediated Pax6 inactivation disrupted eye formation in the

E15.5 mouse embryo (Figure S2E). When complemented with

rat PSCs, we observed the formation of chimeric eyes enriched

with rat cells in Pax6�/� mouse neonate (Figures 2D and S2E).

Similar to Pdx1�/�, we observed efficient generation of homo-

zygous Nkx2.5�/� and Pax6�/� mouse embryos via zygotic

co-injection of Cas9 mRNA and sgRNAs (Figure S2F). All DNA

sequencing results of CRISPR-Cas9 mediated gene knockouts

and gRNA sequences are summarized in Tables S1 and S2,

respectively.

In sum, for the pancreas, heart, and eye, as well as several

other organs (data not shown), we successfully generated chi-

merized organs that were enriched with rat cells, demonstrating
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Figure 2. Interspecies Blastocyst Complementation via CRISPR-Cas9-Mediated Zygote Genome Editing

(A) Schematic of the CRISPR-Cas9 mediated rat-mouse blastocyst complementation strategy.

(B) Left, bright-field (top) and fluorescence (bottom) images showing the enrichment of rat cells in the pancreas of an E18.5 Pdx1�/�mouse. Li, liver; St, stomach;

Sp, spleen. Yellow-dotted line encircles the pancreas. Red, hKO-labeled rat cells. Middle and right (top), representative immunofluorescence images showing rat

cells expressed a-amylase in the Pdx1�/� mouse pancreas. Blue, DAPI. Right (bottom), a representative immunofluorescence image showing that some

pancreatic endothelial cells, as marked by a CD31 antibody, were not derived from rat PSCs. Scale bar, 100 mm.

(C) Bright field (left) and fluorescence (right) images showing the enrichment of rat cells in the heart of an E10.5 Nkx2.5�/� mouse. Red, hKO-labeled rat cells.

(D) Bright field (top) and fluorescence (bottom) images showing the enrichment of rat cells in the eye of a neonatal Pax6�/�mouse. Red, hKO-labeled rat cells. WT,

mouse control; WT+rPSCs, control rat-mouse chimera without Cas9/sgRNA injection.

See also Figure S2 and Tables S1 and S2.
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the efficacy and versatility of the CRISPR-Cas9 mediated inter-

species blastocyst complementation platform.

Naive Rodent PSCs Do Not Contribute to Chimera
Formation in Pigs
It is commonly accepted that the key functional feature of naive

PSCs is their ability to generate intraspecies germline chimeras

(Nichols and Smith, 2009). Studies in rodents also support the

notion that attaining the naive pluripotent state is the key step

in enabling chimera formation across species boundaries (Xiang

et al., 2008; Isotani et al., 2011; Kobayashi et al., 2010). However,

it has not yet been tested whether naive rodent PSCs can

contribute to chimera formation when using a non-rodent host.

To further examine the relationship between naive PSCs and

interspecies chimerism, we injected rat ESCs into pig blasto-

cysts followed by ET to recipient sows. In addition to rat ESCs,

we also used a germline competent mouse iPSC line (Okita

et al., 2007). Several criteria were used to determine the chimeric

contribution of rodent cells in pig embryos, namely, (1) detection

of fluorescence (hKO) signal, (2) immunohistochemical (IHC) la-

beling of embryo sections with an anti-hKO antibody, and (3)

genomic PCRwithmouse- or rat-specific primers targetingmito-

chondrial DNA (mtDNA) (Figure 3A). We terminated the preg-

nancy between day 21–28 of pig development and collected

embryos derived from the injection of mouse iPSCs or rat

ESCs into pig blastocyst (26 and 19 embryos, respectively) (Fig-

ure 3B; Table S3). We failed to detect any hKO signal in both

normal size and growth retarded embryos (Figure 3B). We next

sectioned the pig embryos and stained them with an antibody

against hKO. Similarly, we did not detect any hKO-positive cells

in the embryonic sections examined (data not shown). Finally, we

employed a more sensitive test, using genomic PCR to amplify

rat- or mouse-specific mtDNA sequences (pig-specific mtDNA

primers served as the loading control) (Table S2). Consistently,

genomic PCR analyses did not detect any rodent contribution

to the pig embryos (Figure 3C). Taken together, although naive

rodent PSCs can robustly contribute to rodent-specific interspe-

cies chimeras, our results show that these cells are incapable of

contributing to normal embryonic development in pigs.

Generation of Naive, Intermediate, and Primed hiPSCs
Next, we sought to systematically evaluate the chimeric compe-

tency of hPSCs in ungulate embryos. We generated hiPSCs

using several reported naive PSC culture methods, a culture

protocol supporting a putative intermediate pluripotent state

between naive mESCs and primed mEpiSCs (Tsukiyama and

Ohinata, 2014), and a primed culture condition (Figure 4A).

Mouse ground state culture condition (2iL) induces the differen-

tiation of primed hPSCs. However, when combined with the

forced expression of NANOG and KLF2 (NK2), transcription fac-

tors that help to maintain murine naive pluripotency, 2iL culture

can stabilize hPSCs in an immature state (Takashima et al.,

2014; Theunissen et al., 2014). We generated doxycycline

(DOX)-inducible NK2-expressing naive hiPSCs cultured in 2iL

medium from primed hiPSCs (2iLD-hiPSCs). Transgene-free

primed hiPSCs were reprogramed from human foreskin fibro-

blasts (HFFs) using episomal vectors (Okita et al., 2011). For

comparison, we also generated naive hiPSCs from HFFs

using the NHSM culture condition (Gafni et al., 2013) (NHSM-

hiPSCs). It has been shown that cells grown in 4i medium, a

A

B C

Figure 3. Naive Rodent PSCs Fail to Contribute to Chimera Formation in Pigs

(A) Schematic of the generation and analyses of post-implantation pig embryos derived from blastocyst injection of naive rodent PSCs.

(B) Summary of the pig embryos recovered between day 21–28 of pregnancy.

(C) Genomic PCR analyses of pig embryos derived from blastocyst injection of mouse iPSCs or rat ESCs. Mouse- and rat- specific mtDNA primers were used for

the detection of chimeric contribution from mouse iPSCs and rat ESCs, respectively. Pig-specific mtDNA primers were used for the control.

See also Tables S2 and S3.
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Figure 4. Generation and Interspecies ICM

Incorporation of Different Types of hiPSCs

(A) Schematic of the strategy for generating naive,

intermediate, and primed hiPSCs.

(B) (Top) Representative bright-field images

showing the colony morphologies of naive (2iLD-,

4i-, and NHSM-hiPSCs) and intermediate (FAC-

hiPSCs) hiPSCs. Bottom, representative immu-

nofluorescence images of naive and intermediate

hiPSCs stained with an anti-OCT4 antibody. Red,

OCT4; blue, DAPI. Scale bar, 100 mm.

(C) Schematic of the experimental procedures for

producing cattle and pig blastocysts obtained

from in vitro fertilization (IVF) and parthenoactiva-

tion, respectively. Blastocysts were subsequently

used for laser-assisted blastocyst injection of

hiPSCs. After hiPSC injection, blastocysts were

cultured in vitro for 2 days before fixation and

analyzed by immunostaining with an anti-HuNu

and an anti-SOX2 antibodies. Criteria to evaluate

the survival of human cells, as well as the degree

and efficiency of ICM incorporation are shown in

the blue box.

(D) Number of hiPSCs that integrated into the

cattle (left) and pig (right) ICMs after ten hiPSCs

were injected into the blastocyst followed by

2 days of in vitro culture. Red line, the average

number of ICM-incorporated hiPSCs. Blue dot,

the number of ICM-incorporated hiPSCs in each

blastocyst.

See also Figure S3 and Table S4.
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simplified version of NHSM, have a significant potential for germ

cell induction, a distinguishing feature between naive mESCs

and primed mEpiSCs (Irie et al., 2015). Thus, we also culture-

adapted NHSM-hiPSCs in 4i medium (4i-hiPSCs), resulting in

stable 4i-hiPSCs with similar morphological and molecular char-

acteristics to parental NHSM-hiPSCs (Figure 4B). In addition, we

generated another type of hiPSC by direct reprogramming of

HFFs in a modified mEpiSC medium containing bFGF, Activin-

A, and CHIR99021 (FAC; Figure 4A). mEpiSCs cultured in FAC

medium exhibited features characteristic of both naive mESCs

and primed mEpiSCs, supporting an intermediate pluripotent

state (Tsukiyama and Ohinata, 2014). hiPSCs generated and

cultured in FAC medium (FAC-hiPSCs) displayed a colony

morphology intermediate between that of 2iLD- and primed

hiPSCs, with less defined borders (Figure 4B). 2iLD-hiPSCs,

NHSM-hiPSCs, 4i-hiPSCs, and FAC-hiPSCs could all be stably

maintained long term in culture, preserving normal karyotypes

and the homogeneous, nuclear localization of OCT4 protein

(Figure 4B; data not shown). Notably, similar to hiPSCs grown

in naive cultures (2iLD-hiPSCs, NHSM-hiPSCs, 4i-hiPSCs),

FAC-hiPSCs could also be efficiently propagated by single-cell

dissociation without using a ROCK kinase inhibitor. After inject-

ing cells into the kidney capsule of immunodeficient NSG mice,

all of these hiPSCs formed teratomas that consisted of tissues

from all three germ layers: endoderm, mesoderm, and ectoderm

(Figure S3A). To facilitate the identification of human cells in sub-

sequent chimera experiments, we labeled hiPSCs with either

green fluorescence protein (GFP) or hKO fluorescence markers.

Chimeric Contribution of hiPSCs to Pig and Cattle
Blastocysts
The ability to integrate into the inner cell mass (ICM) of a blasto-

cyst is informative for evaluating whether hiPSCs are compatible

with pre-implantation epiblasts of the ungulate species. This is

also one of the earliest indicators of chimeric capability. We

therefore evaluated interspecies chimeric ICM formation by in-

jecting hiPSCs into blastocysts from two ungulate species, pig

and cattle.

Cattle-assisted reproductive technologies, such as in vitro

embryo production, are well established given the commercial

benefits of improving the genetics of these animals. Cattle also

serve as a research model because of several similarities to hu-

man pre-implantation development (Hansen, 2014; Hasler,

2014). Using techniques for producing cattle embryos in vitro,

we developed a system for testing the ability and efficiency of

hiPSCs to survive in the blastocyst environment and to integrate

into the cattle ICM (Figure 4C). Cattle embryos were obtained by

in vitro fertilization (IVF) using in vitro matured oocytes collected

from ovaries obtained from a local slaughterhouse. The tightly

connected cells of the blastocyst trophectoderm from large live-

stock species, such as pig and cattle, form a barrier that compli-

cates cell microinjection into the blastocoel. Thus, microinjection

often results in embryo collapse and the inability to deposit the

cells into the embryo. To facilitate cell injection we employed a

laser-assisted approach, using the laser to perforate the zona

pellucida and to induce damage to a limited number of trophec-

toderm cells. This allowed for easy access into the blastocyst

cavity for transferring the human cells (Figure S3B). Furthermore,

the zona ablation and trophectoderm access allowed use a

blunt-end pipette for cell transfer, thus minimizing further em-

bryo damage. This method resulted in a nearly 100% injection

effectiveness and >90% embryo survival.

To determine whether hiPSCs could engraft into the cattle

ICM, we injected ten cells from each condition into cattle blasto-

cysts collected 7 days after fertilization. After injection, we

cultured these blastocysts for additional 2 days before analysis.

We used several criteria to evaluate the chimeric contribution of

hiPSCs to cattle blastocysts: (1) average number of human cells

in each blastocyst, (2) average number of human cells in each

ICM, (3) percentage of blastocysts with the presence of human

cells in the ICM, (4) percentage of SOX2+ human cells in the

ICM, and (5) percentage of human cells in the ICM that are

SOX2+ (Figure 4C). Our results indicated that both naive and in-

termediate (but not primed) hiPSCs could survive and integrate

into cattle ICMs, albeit with variable efficiencies (Figures 4D

and S3C–S3E; Table S4). Compared with other cell types,

4i-hiPSCs exhibited the best survival (22/23 blastocysts con-

tained human cells), but the majority of these cells lost SOX2

expression (only 13.6% of human cells remained SOX2+). On

average, 3.64 4i-hiPSCs were incorporated into the ICM.

NHSM-hiPSCs were detected in 46 of 59 injected blastocysts,

with 14.41 cells per ICM. Of these, 89.7% remained SOX2+.

For 2iLD-hiPSCs, 40 of 52 injected blastocysts contained human

cells, with 5.11 cells per ICM, and 69.9% of the ICM-incorpo-

rated human cells remained SOX2+. FAC-hiPSCs exhibited

moderate survival rate (65/101) and ICM incorporation efficiency

(39/101), with an average of 2.31 cells incorporated into the ICM,

and 89.3% remaining SOX2+.

We also performed ICM incorporation assays by injecting

hiPSCs into pig blastocysts. Because certain complications

are frequently associated with pig IVF (Abeydeera, 2002;

Grupen, 2014) (e.g., high levels of polyspermic fertilization), we

used a parthenogenetic activation model, which enabled us to

efficiently produce embryos that developed into blastocysts

(King et al., 2002). Pig oocytes were obtained from ovaries

collected at a local slaughterhouse. Once the oocytes were

matured in vitro, we removed the cumulus cells and artificially

activated the oocytes using electrical stimulation. They were

then cultured to blastocyst stage (Figure 4C). We injected ten

hiPSCs into each pig parthenogenetic blastocyst and evaluated

their chimeric contribution after 2 days of in vitro culture (Figures

4C and S3C–S3E; Table S4). Similar to the results in cattle, we

found that hiPSCs cultured in 4i and NHSM media survived bet-

ter and yielded a higher percentage of blastocysts harboring

human cells (28/35 and 37/44, respectively). Also, among all

blastocysts containing human cells, we observed an average

of 9.5 cells per blastocyst for 4i-hiPSCs and 9.97 cells for

NHSM-hiPSCs. For NHSM-hiPSCs, 19/44 blastocysts had

human cells incorporated into the ICM. In contrast, only 6/35

blastocysts had 4i-hiPSCs localized to the ICM. For 2iLD-

hiPSCs, we observed an average of 5.7 cells per blastocyst,

with 2.25 human cells localized to the ICM. For FAC-hiPSCs,

an average of 3.96 and 1.62 human cells were found in the blas-

tocyst and ICM, respectively. Once incorporated into the ICM,

82.2%, 72%, 60.9%, and 40% of 2iLD-, 4i-, NHSM-, and FAC-

hiPSCs, respectively, stained positive for the pluripotency
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marker SOX2. These results indicate that both naive and inter-

mediate hiPSCs seem to perform better when injected into cattle

than pig blastocysts. This suggests a different in vivo blastocyst

environment in pig and cattle, with the cattle blastocysts

providing an environment that is more permissive for hiPSC inte-

gration and survival.

Chimeric Contribution of hiPSCs to Post-implantation
Pig Embryos
Although ICM incorporation of hiPSCs is the necessary first step

to contribute to the embryo proper of host animals, it has limited

predictive value for post-implantation chimera formation, as

other factors are involved. Next, we investigated if any of the

naive and intermediate hiPSCs that we generated, which

showed robust ICM incorporation in pre-implantation blasto-

cysts, could contribute to post-implantation development

following ET. The pig has certain advantages over cattle for ex-

periments involving post-implantation embryos, as they are a

polytocus species, and are commonly used as a translational

model given their similarities to humans concerning organ phys-

iology, size, and anatomy. We thus chose the pig for these ex-

periments. Since there was little to no contribution of primed

hiPSCs, even at the pre-implantation blastocyst stage, we

excluded these cells from the ET experiments. Pig embryos

were derived in vivo or through parthenogenesis. A total of 167

embryo donors were used in this study, from which we collected

1,298 zygotes, 1,004 two-cell embryos and 91 morulae (Table

S5). Embryos were cultured in vitro until they reached the blasto-

cyst stage (Figures S4AA and S4B). Overall, 2,181 good quality

blastocysts with a well-defined ICM were selected for subse-

quent blastocyst injections, of which 1,052were derived from zy-

gotes, 897 from two-cell embryos, 91 from morulae, and 141

from parthenogenetic activation (Table S5). We injected 3-10

hiPSCs into the blastocoel of each of these blastocysts (Figures

5A, S4A, and S4C; Table S6). After in vitro embryo culture, a total

of 2,075 embryos (1,466 for hiPSCs; Table S6; 477 for rodent

PSCs; Table S3) that retained good quality were transferred to

surrogate sows. A total of 41 surrogate sows received 30–50 em-

bryos each, resulting in 18 pregnancies (Table S6). Collection of

embryos between day 21-28 of development resulted in the har-

vesting of 186 embryos: 43 from 2iLD-hiPSCs, 64 from FAC-

hiPSCs, 39 from 4i-hiPSCs, and 40 from NHSM-hiPSCs (Figures

5B, S4A, S4D, and S4F). In addition, 17 control embryos were

collected from an artificially inseminated sow (Figure 5B).

Following evaluating the developmental status of the obtained

embryos, more than half showed retarded growth and were

smaller than control embryos (Figures 5B and S4B), as was

seen when pig blastocysts were injected with rodent PSCs (Fig-

ure 3B). Among different hiPSCs, embryos injected with FAC-

hiPSCsweremore frequently found to be normal size (Figure 5C).

From the recovered embryos, and based on fluorescence imag-

ing (GFP for 2iLD-hiPSCs and FAC-hiPSCs; hKO for 4i-hiPSCs

and NHSM-hiPSCs), we observed positive fluorescence signal

(FO+) in 67 embryos among which 17 showed a normal size

and morphology, whereas the rest were morphologically under-

developed (Figures 5B). In contrast, among fluorescence nega-

tive embryos we found the majority (82/119) appeared normal

size (Figure 5E), suggesting contribution of hiPSCs might have

interfered with normal pig development. Closer examination of

the underdeveloped embryos revealed that 50 out of 87 were

FO+ (Figures 5B). Among all the FO+ embryos the distribution

of normal size versus growth retarded embryos for each cell lines

was: 3:19 for 2iLD-hiPSCs, 7:14 for FAC-hiPSCs, 2:12 for 4i-

hiPSCs, and 5:5 for NHSM-hiPSCs (Figure 5D). Among normal

size embryos we found 3/13 from 2iLD-hiPSCs, 7/47 from

FAC-hiPSCs, 2/14 from 4i-hiPSCs, and 5/25 from NHSM-

hiPSCs that were FO+ (Figure 5B). All normal size FO+ embryos

derived from 2iLD-hiPSCs, 4i-hiPSCs, or NHSM-hiPSCs showed

a very limited fluorescence signal (Figure S5A). In contrast,

normal size FO+ FAC-hiPSC-derived embryos typically ex-

hibited a more robust fluorescence signal (Figures 6A and S5A).

Detecting fluorescence signal alone is insufficient to claim

chimeric contribution of donor hiPSCs to these embryos, as

auto-fluorescence from certain tissues and apoptotic cells can

yield false positives, especially when chimerism is low. We

thus sectioned all normal size embryos deemed positive based

on the presence of fluorescence signal and subjected them to

IHC analyses with antibodies detecting GFP or hKO. For 2iLD-

hiPSC-, 4i-hiPSC-, and NHSM-hiPSC-derived embryos, in

agreement with fluorescence signals observed in whole-embryo

analysis, we detected only a few hKO- or GFP-positive cells in

limited number of sections (Figure S5A). This precluded us

from conducting further IHC analysis using lineage markers.

For FAC-hiPSC-derived embryos, we confirmed via IHC analysis

(using an anti-GFP antibody) that they contained more human

cells (Figures 6A, S5A, and S5B).We then stained additional sec-

tions using antibodies against TUJ1, EPCAM, SMA, CK8, and

HNF3b (Figures 6B and S5C) and observed differentiation of

FAC-hiPSCs into different cell lineages. In addition, these cells

were found negative for OCT4, a pluripotency marker (data not

shown). Moreover, the presence of human cells was further veri-

fied with a human-specific HuNu antibody staining (Figure 6B)

and a sensitive genomic PCR assay using a human specific

Alu sequence primer (Figure 6C; Table S2). Together, these re-

sults indicate that naive hiPSCs injected into pig blastocysts inef-

ficiently contribute to chimera formation, and are only rarely

detected in post-implantation pig embryos. An intermediate

hPSC type (FAC-hiPSCs) showed better chimeric contribution

and differentiated to several cell types in post-implantation

human-pig chimeric embryos. It should be noted that the

levels of chimerism from all hiPSCs, including the FAC-hiPSCs,

in pig embryos were much lower when compare to rat-mouse

chimeras (Figures 1C, 1E, S1A, and 1B), which may reflect the

larger evolutionary distance between human-pig than between

rat-mouse.

DISCUSSION

Our study confirms that live rat-mouse chimeras with extensive

contribution from naive rat PSCs can be generated. This is in

contrast to earlier work in which rat ICMs were injected into

mouse blastocysts (Gardner and Johnson, 1973). One possible

explanation for this discrepancy is that cultured PSCs acquire

artificial features that make themmore proliferative and/or better

able to survive than embryonic ICM cells, which in turn leads to

their more robust xeno-engraftment capability in a mouse host.
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Rat-mouse chimeras generated by injecting donor rat PSCs into

a mouse host were mouse-sized and developed into adulthood

with apparently normal appearance and physiology. We further

show in this study that a rat-mouse chimera could live a full

mouse lifespan (about 2 years) and exhibit molecular signatures

characteristic of aged cells. This demonstrates that cells from

two different species, which diverged �18 million years ago,

can live in a symbiotic environment and are able to support

normal organismal aging. The fact that rat PSCs were able to

contribute to the mouse gallbladder, an organ that is absent in

the rat, highlights the importance of embryonic niches in orches-

trating the specification, proliferation, and morphogenesis of

tissues and organs during organismal development and evolu-

tionary speciation (Izpisúa-Belmonte et al., 1992).

Previous interspecies blastocyst complementation experi-

ments generated host embryos by crossing heterozygous

mutant mouse strains, which were themselves generated

through targeted gene disruption in germline competent ESCs.

A

B C
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Figure 5. Generation of Post-implantation Human-Pig Chimeric Embryos

(A) Schematic of the experimental procedures for the generation and analyses of post-implantation pig embryos derived from blastocyst injection of naive and

intermediate hiPSCs.

(B) Summary of the pig embryos recovered between day 21–28 of pregnancy.

(C) Bar graph showing proportions of normal size and growth retarded embryos, as well as the proportion of fluorescence-positive and -negative embryos,

generated from different types of hiPSCs.

(D) Bar graph showing the proportion of normal size and growth-retarded embryos (among those exhibiting a fluorescence signal) generated from different types

of hiPSCs.

(E) Bar graph showing the proportion of normal-sized and growth-retarded embryos (among those without exhibiting a fluorescence signal) generated from

different types of hiPSCs.

See also Figure S4 and Tables S5 and S6.
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These experiments are labor intensive and time consuming.

Moreover, only �25% of blastocysts derived from genetic

crosses are homozygousmutants, posing a limitation for efficient

complementation. CRISPR-Cas9mediated zygote genome edit-

ing offers a faster andmore efficient one-step process for gener-

ating mice carrying homozygous mutations, thereby providing a

robust interspecies blastocyst complementation platform. Addi-

tionally, the multiplexing capability of CRISPR-Cas9 (Cong et al.,

2013; Yang et al., 2015) could potentially be harnessed for multi-

lineage complementation. For example, in the case of the

pancreas, one might hope to eliminate both the pancreatic pa-

renchyma and vasculature of the host to generate a more com-

plete xenogeneic pancreas. Despite the advantages, there are

several technical limitations of the CRISPR-Cas9 blastocyst

complementation system that need to be overcome before un-

locking its full potential. First, gene inactivation relies on the

error-prone, non-homologous end joining (NHEJ) pathway,

which is often unpredictable. In-frame mutations and mosaicism

are among the factors thatmay affect outcomes. Amore predict-

able targeted gene inactivation strategy that utilizes homologous

recombination (HR) is still inefficient in the zygote. Second, each

embryo must be injected twice when using this system and em-

bryosmust be cultured in vitro for several daysbefore ET, thereby

compromising embryo quality. Technical advancements that

include a more robust gene-disruption strategy (e.g., targeted

generation of frameshift mutations via homology independent

targeted integration [Suzuki et al., 2016]), alternative CRISPR/

Cas9 delivery methods, and improved culture conditions for

manipulated embryos will likely help improve and optimize the

generation of organogenesis-disabled hosts.

We observed a slower clearance of an intraperitoneally in-

jected glucose load for Pdx1�/� than Pdx1+/� rat-mouse chi-

meras, while both were slower than wild-type mouse controls

(Figure S2C). While this result may seem to contradict a previ-

ous report (Kobayashi et al., 2010), the discrepancy is likely

due to the development of autoimmune type inflammation that

is often observed in adult rat-mouse (chimeras made by injec-

tion of rat PSCs into mouse blastocyst, data not shown)

(>7 months, this study) and mouse-rat chimeras (chimeras

made by injection of mouse PSCs into rat blastocyst; H. Nakau-

chi, personal communication), which is less evident in young

chimeras (�8 weeks; Kobayashi et al. 2010). Interestingly

though, we did observe a similarly slower clearance of glucose

load in wild-type rats, although the initial spike was much lower

in rats compared to mice or chimeras (Figure S2C). Thus, the rat

cellular origin might also have played a role in the different GTT

responses observed.

Rodent ESCs/iPSCs, considered as the gold standard cells for

defining naive pluripotency, can robustly contribute to intra- and

inter-species chimeras within rodent species. These and other

results have led to the assumption that naive PSCs are the cells

of choice when attempting to generate interspecies chimeras

involving more disparate species. Here, we show that rodent

PSCs fail to contribute to chimera formation when injected into

pig blastocysts. This highlights the importance of other contrib-

uting factors underlying interspecies chimerism that may

include, but not limited to, species-specific differences in

epiblast and trophectoderm development, developmental ki-

netics, and maternal microenvironment.

To date, and taking into consideration all published studies

that have used the mouse as the host species, it is probably

appropriate to conclude that interspecies chimera formation

involving hPSCs is inefficient (De Los Angeles et al., 2015). It

has been argued that this apparent inefficiency results from spe-

cies-specific differences between human and mouse embryo-

genesis. Therefore, studies utilizing other animal hosts would

help address this important question. Here we focused on two

species, pig and cattle, from a more diverse clade of mammals

and found that naive and intermediate, but not primed, hiPSCs

could robustly incorporate into pre-implantation host ICMs.

Following ET, we observed, in general and similar to the mouse

studies, low chimera forming efficiencies for all hiPSCs tested.

Interestingly, injected hiPSCs seemed to negatively affect

normal pig development as evidenced by the high proportion

of growth retarded embryos. Nonetheless, we observed that

FAC-hiPSCs, a putative intermediate PSC type between naive

and primed pluripotent states, displayed a higher level of chime-

rism in post-implantation pig embryos. IHC analyses revealed

that FAC-hiPSCs integrated and subsequently differentiated in

host pig embryos (as shown by the expression of different line-

age markers, and the lack of expression of the pluripotency

marker OCT4). Whether the degree of chimerism conferred by

FAC-hiPSCs could be sufficient for eliciting a successful inter-

species human-pig blastocyst complementation, as demon-

strated herein between rats and mice, remains to be demon-

strated. Studies and approaches to improve the efficiency and

level of hPSC interspecies chimerism (Wu et al., 2016), such as

matching developmental timing, providing a selective advantage

for donor hPSCs, generating diverse hPSCs with a higher

chimeric potential and selecting a species evolutionarily closer

to humans, among others parameters, will be needed.

The procedures and observations reported here on the capa-

bility of human pluripotent stem cells to integrate and differentiate

in a ungulate embryo, albeit at a low level and efficiency, when

Figure 6. Chimeric Contribution of hiPSCs to Post-implantation Pig Embryos

(A) Representative bright field (left top) fluorescence (left bottom andmiddle) and immunofluorescence (right) images of GFP-labeled FAC-hiPSCs derivatives in a

normal size day 28 pig embryo (FAC #1). Scale bar, 100 mm.

(B) Representative immunofluorescence images showing chimeric contribution and differentiation of FAC-hiPSCs in a normal size, day 28 pig embryo (FAC #1).

FAC-hiPSC derivatives are visualized by antibodies against GFP (top), TUJ1, SMA, CK8 and HuNu (middle). (Bottom) Merged images with DAPI. Insets are higher

magnification images of boxed regions. Scale bar, 100 mm.

(C) Representative gel images showing genomic PCR analyses of pig embryos derived from blastocyst injection of 2iLD-iPSCs (surrogates #8164 and #20749)

and FAC-hiPSCs (surrogates #9159 and #18771) using a human specific Alu primer. A pig specific primer Cyt b was used for loading control. nc, negative control

with no genomic DNA loaded. pc, positive controls with human cells. Pig 1D, 1G, and 1I, pig controls. ID, surrogate and pig embryos.

See also Figure S5 and Table S2.
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optimized, may constitute a first step towards realizing the poten-

tial of interspecies blastocyst complementation with hPSCs. In

particular, they may provide a better understanding of human

embryogenesis, facilitate the development and implementation

of humanized animal drug test platforms, as well as offer new in-

sightson theonsetandprogressionofhumandiseases inan invivo

setting. Ultimately, these observations also raise the possibility of

xeno-generating transplantable human tissues and organs to-

wards addressing the worldwide shortage of organ donors.
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SUMMARY

Here we report a phase 1b clinical trial testing the
impact of oncolytic virotherapy with talimogene
laherparepvec on cytotoxic T cell infiltration and
therapeutic efficacy of the anti-PD-1 antibody pem-
brolizumab. Twenty-one patients with advanced
melanoma were treated with talimogene laherparep-
vec followed by combination therapy with pembroli-
zumab. Therapy was generally well tolerated, with
fatigue, fevers, and chills as the most common
adverse events. No dose-limiting toxicities occurred.
Confirmed objective response rate was 62%, with a
complete response rate of 33% per immune-related
response criteria. Patients who responded to combi-
nation therapy had increased CD8+ T cells, elevated
PD-L1 protein expression, as well as IFN-g gene
expression on several cell subsets in tumors after
talimogene laherparepvec treatment. Response
to combination therapy did not appear to be
associated with baseline CD8+ T cell infiltration or
baseline IFN-g signature. These findings suggest
that oncolytic virotherapy may improve the efficacy
of anti-PD-1 therapy by changing the tumor
microenvironment.

INTRODUCTION

Treatment with anti-programmed death protein 1 (PD-1) or anti-

PD ligand 1 (PD-L1) antibodies results in long-lasting antitumor

responses in patients with a variety of cancers, and it is

becoming standard of care treatment for patients with metasta-

tic melanoma, carcinomas of the head and neck, lung, kidney,

and bladder, Merkel cell carcinoma, and Hodgkin disease

(Sharma and Allison, 2015). However, in all of these indications,

only a subset of patients respond to therapy, with the majority of

patients being primarily resistant to PD-1 blockade. By analyzing

baseline biopsies of patients treatedwith anti-PD-1 antibodies, it

was previously observed that patients who did not respond were

more likely to lack CD8+ T cells inside the tumor lesions (Herbst

et al., 2014; Tumeh et al., 2014). If there are noCD8+ T cells within

a tumor that are inhibited by the PD-1:PD-L1 interaction, then

PD-1 blockade therapy is unlikely to work (Pardoll, 2012; Ribas,

2015; Spranger et al., 2013). In this setting, combination immu-

notherapy designed to attract CD8+ T cells into tumors by

altering the immune-suppressive tumor microenvironment may

improve the antitumor activity of PD-1 blockade therapy.

We hypothesized that the intratumoral administration of an on-

colytic virus optimized to attract immune cells might favorably

change the tumor microenvironment in the injected lesions and

increase CD8+ T cell infiltration. Furthermore, reactive expres-

sion of PD-L1 in the tumor microenvironment could be a mech-

anism of resistance to oncolysis, which would be obviated by
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concurrent PD-1 blockade. After combined therapy, tumor anti-

gen-specific CD8+ T cells that were fully stimulated in the

injected lesion would be able to traffic to and infiltrate distant

metastatic lesions to exert systemic antitumor activity, thereby

reversing primary resistance to PD-1 blockade therapy.

Talimogene laherparepvec is a genetically modified herpes

simplex virus type 1 designed to selectively replicate in tumors

and produce granulocyte-macrophage colony-stimulating factor

(GM-CSF) to enhanceantigen release, presentation, and systemic

antitumor immune response (Liu et al., 2003). In a prior phase 3

clinical trial, the intratumoral injectionof talimogene laherparepvec

into melanoma metastases improved the durable response rate

comparedwith subcutaneousGM-CSF in patients with advanced

melanoma (Andtbacka et al., 2015). Promising antitumor activity

wasdemonstrated inaphase1studyof talimogene laherparepvec

combined with the checkpoint inhibitor ipilimumab, which blocks

the cytotoxic T cell-associated antigen 4 (CTLA-4) (Chesney et al.,

2016; Puzanov et al., 2016), and was confirmed in a phase 2

randomized trial comparing the same combination with ipilimu-

mab alone (Chesney et al., 2017). There was a significant increase

in the confirmed objective response rate by immune-related

response criteria (irRC) with the combination compared with ipili-

mumab alone (39% versus 18%, respectively, p = 0.002).

We designed a phase 1b trial in patients with advanced mela-

noma combining the intratumoral injection of talimogene laher-

parepvec with the systemic administration of the anti-PD-1 anti-

body pembrolizumab, with baseline and repeated on-therapy

biopsies; the primary objective was to test the safety of this

combination and to explore its ability to boost inflammatory sta-

tus of tumors. Specifically, we evaluated the ability of talimogene

laherparepvec to reverse the low baseline presence of intratu-

moral CD8+ T cells in some of the metastatic lesions and then

mediate increased objective tumor responses systemically.

RESULTS

A Phase 1b Clinical Trial Combining Talimogene
Laherparepvec with Pembrolizumab
The phase 1b trial included a baseline biopsy before initiation of

intratumoral talimogene laherparepvec injections, with a first in-

jection of up to 4 mL 3 106 plaque-forming units (pfu) per mL

with the goal of inducing seroconversion and a protective immune

response to the oncolytic viral vector, followed 3 weeks later with

repeated injections of the full dose of up to 4 mL3 108 pfu/mL of

talimogene laherparepvec every 2 weeks (Figure 1A). A second

tumor biopsy was performed before administration of the second

full dose of talimogene laherparepvec and before commencing

treatment with pembrolizumab 200 mg intravenously every

2 weeks coinciding with subsequent doses of talimogene laher-

parepvec. The run-in period with single-agent talimogene laher-

parepvec administration was designed to analyze how intratu-

moral injection of this agent alters the tumor microenvironment

before combination therapy began. A third tumor biopsy was

planned, if feasible, during the combination therapy part of the

study (Figures 1A and S1). The clinical trial enrolled 21 patients

with advanced melanoma and dermal, subcutaneous, or nodal

melanoma lesions amenable to intratumoral injection between

December 2014 and March 2015 (see Table S1 for full patient

characteristics); seven (33%) had received prior anticancer ther-

apy (including adjuvant therapy) and four (19%) had received prior

radiotherapy. Patients had a median (range) potential follow-up

time of 18.6 (17.7�20.8) months at the time of reporting.

Combined Talimogene Laherparepvec and
Pembrolizumab Did Not Increase the Toxicities from
Single-Agent Therapy
With the combined therapy, there were no novel or dose-limiting

toxicities in any of the 21 patients (see Table S2 for full details

on toxicities). The most common treatment-related toxicities

were fatigue (62%), chills (48%), and fever (43%), which are

anticipated with the intratumoral injection of talimogene laher-

parepvec (Andtbacka et al., 2015). Frequently occurring and

partially overlapping pembrolizumab-related adverse events

were fatigue (62%), rash (33%), arthralgia (33%), fever (29%),

and chills (29%), which are anticipated with this agent (Ribas

et al., 2016). One event of grade 1 cytokine-release syndrome re-

sulted in hospitalization andwas described as possibly related to

the combination. The only other serious adverse events were

attributed solely to pembrolizumab and included grade 3 autoim-

mune hepatitis, grade 3 aseptic meningitis, and grade 4 pneu-

monitis (one patient each). In the patient with treatment-related

aseptic meningitis, no herpes simplex virus was detected in

the cerebrospinal fluid; the patient had stopped therapy with

talimogene laherparepvec and pembrolizumab 1 month earlier

and had already switched therapy to dabrafenib and trametinib

at the time of first presentation of this adverse event.

Antitumor Activity with Combined Talimogene
Laherparepvec and Pembrolizumab
The confirmed objective response rate as evaluated by investi-

gators per irRC (Wolchok et al., 2009) was 61.9% (95% CI,

38.4%–81.9%), with a confirmed complete response rate of

33.3% (95% CI, 14.6%–57.0%) (Table 1). Responses occurred

across all substages of melanoma (Figures 1B and 1C). Nine pa-

tients presented a transient increase in overall tumor size during

the administration of talimogene laherparepvec, in particular after

the first dose (106 pfu/mL) and before receiving the 108-pfu/mL

dose in combination with pembrolizumab; however, these lesions

later responded to combined therapy (Figure 1D). Median pro-

gression-free survival (PFS) and overall survival (OS) were not

reached at the time of last follow up (Figures 1E and 1F). The com-

bination treatment resulted in a >50% reduction in 82% of in-

jected, 43% of noninjected nonvisceral, and 33% of noninjected

visceral lesions (Figure S2). Interestingly, among the seven pa-

tients with stage IIIB/IIIC disease, four patients had noninjected

nonvisceral lesions. In these patients, there were a total of 16 in-

jected and 10 noninjected nonvisceral lesions (baseline and new)

that were evaluable for assessment of percentage change in

tumor area from baseline. Fifteen injected lesions (93.7%)

showed any reduction; 6 noninjected lesions (60%) showed any

reduction (Table S3).

Tumor Responses Independent of Baseline CD8+

Infiltration, PD-L1 Status, and Interferon-g Signature
PD-L1 is induced by interferon gamma (IFN-g) produced by

tumor-infiltrating, antigen-specific T cells, in what is termed
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Figure 1. Melanoma Study Design and Clinical Response to Combination of Talimogene Laherparepvec and Pembrolizumab

(A) Phase 1b study design schema. Stars indicate the time of scheduled tumor biopsies.

(B) Computed tomography scans of two patients with response to the combination therapy. Melanoma metastases are marked with a blue arrow at baseline.

(C)Waterfall plot of best response change in tumor burden from baseline. Patients were required to have baseline andR 1 postbaseline tumor assessments to be

included.

(D) Change in tumor burden over time.

(E) Kaplan-Meier analysis of progression-free survival.

(F) Kaplan-Meier analysis of overall survival.

See also Figures S1 and S2.
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adaptive immune resistance allowing cancer cells to avoid the

cytotoxic activity of T cells (Pardoll, 2012; Ribas, 2015). Because

these T cells are then blocked by PD-1:PD-L1 interactions, it is

not surprising that patients who respond to single-agent PD-1

blockade therapy have higher densities of baseline CD8+ infiltra-

tion, IFN-g gene expression signatures, and PD-L1 expression

(Herbst et al., 2014; Ribas et al., 2015; Tumeh et al., 2014). We

analyzed baseline biopsies of patients in this study for CD8+

T cell density, PD-L1 positivity, and IFN-g gene signature. As

opposed to prior experience with single-agent pembrolizumab

therapy (Ribas et al., 2015; Tumeh et al., 2014), responses in

this clinical trial were evident in patients whose baseline biopsies

had very low CD8+ T cell infiltrates or negative IFN-g gene signa-

ture. Among 13 patients in whom biopsies revealed a CD8+ den-

sity < 1,000 cells/mm2, 9 patients went on to respond to therapy

and 4 patients had disease progression (Figure 2A). Out of the

five patients with baseline biopsies with a low IFN-g signature,

three patients went on to have a complete response and two

had disease progression (Figure 2B). There was only one base-

line biopsy that was scored as PD-L1 negative, but that patient

went on to have a complete response to the combined therapy

(Figure 2B).

Talimogene Laherparepvec Intratumoral Injections
Increase CD8+ T Cell Infiltration in Patients Who
Respond to Combined Therapy
Because some patients whose baseline biopsies had relatively

low CD8+ cell density and were not positive for an IFN-g gene

signature went on to have an objective response, we analyzed

whether the run-in period with single-agent talimogene laherpar-

epvec had changed the tumor microenvironment by bringing

T cells into metastatic melanoma lesions in patients who re-

sponded to therapy. Indeed, immunohistochemical (IHC) anal-

ysis comparing baseline biopsies with biopsies performed after

talimogene laherparepvec alone showed an increase in the

density of infiltrating CD8+ T cells in 8 out of 12 injected lesions

available for analysis, which further increased in several of the

biopsies obtained at the time of combined therapy (Figures 3A

and 3B). In three patients with a response to therapy, the CD8+

density decreased in the on-therapy biopsy, and one additional

patient had no change in CD8+ density. The three patients

without a response all had a decrease in CD8+ density in the

on-therapy biopsies. Overall, the increase in CD8+ density was

most evident in the injected lesions of the patients who went

on to respond to therapy (Figure 3B), a relationship supported

by logistic regression analysis (p = 0.0048; Figure S3A; logistic

regression described in STAR Methods). The change in CD8+

infiltration density was variable in the noninjected lesions at

week 6 even in patients who later responded to therapy, with

the caveat that there are only three such biopsies available for

interpretation (Figures 3B and S3B). Some posttreatment tu-

mor-depleted samples were not initially analyzed because of his-

tologic absence of tumor in the sample, but upon reevaluation

were found to have evidence of prior tumor content (indicated

by open symbols in Figures 3B and 3C). In the five patients

with tumor-depleted samples at week 6, the CD8+ cell density

was much higher in the injected lesions from the four responding

patients as compared with the single nonresponder. We also

performed IHC for the cytotoxic granule component granzyme

B (associated with the cytotoxic subset of CD8+ T cells and

natural killer cells), which has been shown to increase in tumors

after PD-1 blockade (Tumeh et al., 2014). A trend suggesting

increased granzyme B in tumors after talimogene laherparepvec

and combination treatment was also observed, in particular for

the biopsies with low residual tumor content (Figure 3C). Further-

more, on analysis of tumor gene expression data, we found that

CD8a and IFN-g mRNAs were elevated after treatment,

providing additional supporting evidence for treatment-related

change in the tumor microenvironment increasing the number

of IFN-g-producing cytotoxic T cells (Figures 3D and 3E).

CD8a increased 1.7-fold (p = 0.01) in injected lesions at week

6 compared with baseline and 1.44-fold (p = 0.0012) in nonin-

jected lesions. Similarly, the IFN-g fold increases for injected

and noninjected lesions were 1.63 (p = 0.0004) and 1.41 (p =

0.17), respectively.

Characterization of Changes in Immune Cell Infiltrates
in Talimogene Laherparepvec Injected and Noninjected
Lesions
To further characterize changes in tumors, we performed multi-

plexed immunofluorescence staining of paired biopsies at

different time points from 13 patients. We observed broad

changes in tumor inflammation after talimogene laherparepvec

at week 6, including increased infiltration by immune cells and

a clear increase in cells expressing PD-L1 in eight out of ten

injected tumors and in two out of four noninjected tumors

(Figure 4A). Changes in immune infiltrates in the on-treatment

biopsies from some patients included an influx of a large propor-

tion of CD4+ and CD8+ T cells, many coexpressing PD-1, as well

as CD56+-expressing cells and CD20+ B cells (the full set of

immunofluorescence analyses in biopsies is reported in Table

S4). Increases were also observed in the density of cells ex-

pressing the memory T cell marker CD45RO and in cells ex-

pressing the regulatory T cell (Treg) marker Foxp3 (Figure 4A).

The magnitude of effector T cell (Teff) increases, however, was

Table 1. Best Overall Responsea

Talimogene Laherparepvec Plus

Pembrolizumab (N = 21)

Totalb Confirmedb

Patients with a response 15 13

Response rate, % (95% CI) 71 (48–89) 62 (38–82)

Best overall response, n (%)

Complete response 8 (38) 7 (33)

Partial response 7 (33) 6 (29)

Stable diseasec 1 (5) 3 (14)

Progressive disease 5 (24) 5 (24)

Disease control rate, n (%) 16 (76) 16 (76)
aResponsewas evaluated per immune-related response criteria by inves-

tigators; data cutoff was August 31, 2016.
bResponses were confirmed by a subsequent assessment at least

4 weeks later.
cA best overall response of stable disease required an evaluation of sta-

ble disease no earlier than 77 days after enrollment.
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much larger relative to Treg cells, resulting in an overall decrease

in the Treg to Teff ratio in tumors after talimogene laherparepvec

(Figure S4) consistent with previous reports (Kaufman et al.,

2010). Table S4 additionally shows that there was no apparent

change in the density of macrophages based on CD68 staining.

An example of increasedCD8+ andPD-L1 density by immunoflu-

orescence at weeks 6 and 30 relative to baseline is shown in Fig-

ure 4B. At weeks 6 and 30, tumor cells costaining for S100 (blue)

and PD-L1 (red) are evident along with CD8+ T cells (green),

showing coexpression of PD-L1. The biopsy taken during com-

bined therapy in a responding patient was nearly completely in-

filtrated by CD8+ T cells. Additional representative images are

shown in Figure S5. Finally, to address potential changes in den-

dritic cell subsets, we assessed CD141 (marker of Batf3 cross-

priming dendritic cells) and CD123 (a marker of plasmacytoid

dendritic cells) mRNA levels. We did not observe significant

changes in either marker in biopsies from talimogene laherpar-

epvec-injected and -noninjected lesions from week 1 to 6

(Figure S6).

Changes in the Functional Phenotype of Circulating
T Cells with Combined Therapy
We also analyzed changes in immune cells in peripheral blood

as a potential pharmacodynamic effect of single-agent and

combined therapy. After talimogene laherparepvec single-

agent therapy, the majority of patients had an increase in the

number of circulating CD8+ and CD4+ T cells in peripheral

blood, which did not increase further when pembrolizumab

was added (Figures 5A and 5B). However, the addition of

pembrolizumab tended to increase the number of dividing

CD8+ T cells in circulation as indicated by increases in

Ki67+CD3+CD8+ T cells (Figure 5C). Analysis of the expres-

sion of different immune checkpoint receptors in circulating

CD3+CD8+ T cells revealed an increase in PD-1 and TIM-3

(a molecule expressed on IFN-g-producing CD8+ and CD4+

T cells) with single-agent talimogene laherparepvec therapy

(Figures 5D and 5E), whereas there was no change in B- and

T-lymphocyte attenuator protein (BTLA; Figure 5F). No associ-

ations of response with baseline cell levels or changes over time

passed our false discovery controls.

DISCUSSION

This first-in-humancombination immunotherapy clinical trial dem-

onstrates a high overall and complete response rate in patients

with advanced melanoma, which was associated with changes

in tumor biopsies thatweremechanistically correlatedwith the hy-

pothesis that the injection of the oncolytic virus talimogene laher-

parepvecwouldchange the tumormicroenvironmentbyattracting

T cells thatmay induce a systemic response in distantmetastases

after subsequent blockade of PD-1 with pembrolizumab. Indeed,

during the run-in period of the study with single-agent talimogene

laherparepvec intratumoral administration, there was evidence of

a systemic increase in circulating CD4+ and CD8+ T cells and

increased CD8+ T cell infiltration into tumors. These T cells ex-

pressed PD-1 and the tumor cells expressed PD-L1, likely limiting

A

B

Figure 2. Combination of Talimogene Laherparepvec and Pembrolizumab Is Effective in Patients with Low Tumor CD8+ Density

(A) Baseline CD8+ density in tumor biopsies according to response rate. Magnitude of bars indicates baseline tumor CD8+ density in each patient’s baseline

biopsy, and best overall response is indicated on x axis and by bar color. Gold, CR; pink, PR; blue, PD.

(B) Baseline PD-L1 by IHC status (1% cutoff) and IFN-g signature score by NanoString analysis is shown under each patient’s CD8 result. Best overall response

per investigator is shown as of cutoff date of August 2016. Abbreviations: CR, complete response; IFN-g, interferon g; IHC, immunohistochemistry; NA, result not

available; PD, progressive disease; PR, partial response.
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Figure 3. Talimogene Laherparepvec Increases Tumor

CD8+ Density in Patients Responding to Combination of

Talimogene Laherparepvec and Pembrolizumab

(A) Examples of pre (week 1) and post (week 6) talimogene la-

herparepvec and talimogene laherparepvec plus pembrolizumab

(week 30) CD8+ density in tumor biopsies: visualization of cells

stained with CD8 antibody with red chromogen. Staining was

quantified for tissue regions of interest including CD8+ density in

the tumor as shown for talimogene laherparepvec-injected tumors.

(B and C) CD8+ density (B) and granzyme B H-score (C) is shown

for baseline and postbaseline biopsies. The left side in each panel

shows postbaseline results from injected lesions, and the right side

in each panel shows results from noninjected lesions. Open circles

indicate results from tumor biopsies that were depleted of mela-

noma cells but had pathologic features of having previously been

infiltrated by melanoma cells such as melanin deposits. Response

is color coded for best overall response per investigator (complete

or partial response in red and nonresponse in blue).

(D and E) CD8a (D) and IFN-g normalized (E) mRNA transcript

count were measured in the NanoString Pan Cancer Immune

Profiling Panel. IFN-g = interferon g.

See also Figure S3.
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the antitumor activity of single-agent talimogene laherparepvec,

which benefitted from PD-1 blockade, thereby resulting in clinical

activity beyondwhatwould be expectedwith either therapy alone.

Thebenefitof increased responseswasachievedwitha low rateof

toxicities, most of which were expected with the single-agent use

of talimogene laherparepvec or pembrolizumab (Andtbacka et al.,

2015; Ribas et al., 2016).

PD-1 blockade therapy with pembrolizumab or nivolumab

leads to an objective response of approximately 35% to 40%

for treatment-naive patients with metastatic melanoma (Ribas

et al., 2016; Robert et al., 2015a, 2015b). Although the need to

select patients who had injectable lesions may have skewed

the population toward those with a good prognosis, an overall

response rate of 62% and a CR rate of 33% is unlikely to be a

A

B

Figure 4. Talimogene Laherparepvec Increases Tumor-Infiltrating Lymphocyte Density and PD-L1 Expression in Tumors

Twelve-color immunofluorescence staining was performed on a single slide from paired pre- and post-talimogene laherparepvec tumor biopsies from each of 13

patients. Markers evaluated included S100 (as melanoma segmentation marker), CD3, CD4, CD8, PD-1, PD-L1, CTLA-4, CD45RO, Foxp3, CD56, CD68,

and CD20.

(A) A subset of changes at week 6 from baseline in marker cell positive cell density for results with statistical significance (PD-L1, PD-1, CD8, CD4, CD56, CD20,

CD45RO, and Foxp3) are graphed for noninjected (left) and injected (right) samples. Median change for each subset is shown with a horizontal line. Response is

color coded for best overall response per investigator: complete or partial response in red and nonresponse in blue.

(B) Example of the combination of S100 (blue), CD8 (green), and PD-L1 (red) staining is shown at low (top) and high (bottom) magnification for a baseline biopsy

from a patient who went on to have a partial response (week 1), week 6 after injection of talimogene laherparepvec, and at week 30 after long-term treatment with

the combination of talimogene laherparepvec and pembrolizumab. Abbreviations: CTLA-4, cytotoxic T cell-associated antigen 4; I, biopsy of an injected

metastasis; PD-1, programmed death protein 1; PD-L1, programmed death ligand 1; NI, biopsy of a noninjected metastasis.

See also Figures S4–S6.
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Figure 5. Circulating T Cell Subsets and Expression of Activation Markers

Peripheral blood cells obtained from baseline, week 1, week 6, week 8, and week 30 were analyzed by flow cytometry.

(A) Fold change in absolute CD3+CD8+ cells.

(B) Fold change in absolute CD3+CD4+ cells.

(C) Percentage change in Ki67+ (CD3+CD8+) cells.

(D) Percentage change in PD-1+ (CD3+CD8+) cells at week 1 and week 6 only; after starting on pembrolizumab, the staining antibody competed for the same

epitope.

(E) Percentage change in TIM3+ (CD3+CD8+) cells.

(F) Percentage change in BTLA+ (CD3+CD8+) cells.

p values for comparison with baseline are shown below data for each postbaseline visit, based on contrasts from linear mixed-effects modeling. Response is

color-coded for best overall response per investigator (complete or partial response in red and nonresponse in blue). Abbreviations: BTLA, B- and T-lymphocyte

attenuator; PD-1, programmed death protein 1.
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result of anti-PD-1 therapy alone. In a study of 655 patients

treated with pembrolizumab, there were 34 patients who had

only skin and nodal metastases (stage M1a), and the overall

response rate in this group of patients was 38% (Ribas et al.,

2016). When evaluating the efficacy outcomes of the current

study, it is important to note that the primary objective of this

studywas to evaluate the safety of the combination of talimogene

laherparepvec and pembrolizumab in patients with advanced

melanoma. Therefore, we acknowledge that the interpretation

of the efficacy outcomes is limited by the small size of the study

population (n = 21) and the limited number of enrolled patients

with stage IV M1c disease. Only a randomized trial would be

able to definitively demonstrate that the combination is better

than either single-agent pembrolizumab or talimogene laherpar-

epvec. An ongoing phase 3 clinical trial is currently comparing

systemic administration of pembrolizumab with intralesional in-

jection of talimogene laherparepvec or placebo in patients with

stage IIIB-IV melanoma (ClinicalTrials.gov: NCT02263508).

To significantly increase the response rate to single-agent anti-

PD-1, a new combination therapy should address the major

mechanism for primary resistance. Patients whose baseline

biopsies had low densities of CD8+ T cells, lack of significant

IFN-g expression, and resulting low PD-L1 expression would

be unlikely to respond (Postow et al., 2015; Ribas et al., 2015;

Topalian et al., 2012; Tumehet al., 2014). Therefore, thecombina-

tion therapy should increase the intratumoral infiltration by CD8+

T cells, whichmay attract enough T cells with tumor specificity to

reverse the primary resistance to PD-1 blockade therapy (Chen

et al., 2016;Ribas, 2015).Our data suggest that talimogene laher-

parepvecmay provide this combinatorial effect. In this study, the

number of patients with tumors with low baseline CD8+ density

anda low IFN-g signaturewhohadanobjective response tocom-

bined therapywas high comparedwith prior trials of single-agent

pembrolizumab (Ribas et al., 2015; Tumeh et al., 2014).

Evidence that local administration of talimogene laherparep-

vec contributed to a systemic antitumor effect was provided

by the increase in circulating CD8+ and CD4+ T cells and the

increase in inflammation observed in tumors not injected with

talimogene laherparepvec before the introduction of pembrolizu-

mab. In the pivotal single-agent study of talimogene laherparep-

vec, a decrease in tumor size was observed in 15% of evaluable,

noninjected,measurable visceral lesions (Andtbacka et al., 2015,

2016). We also observed reductions in dimensions of nonin-

jected lesions, including both visceral and nonvisceral lesions

(including in patients with stage IIIB/IIIC disease). Approximately

two out of the four week 6 noninjected lesions showed increased

CD8+ density and PD-L1 (by immunofluorescence), and three

out of five for IFN-gmRNA. Alternatively, talimogene laherparep-

vec’s unique properties (incorporating local GM-CSF for den-

dritic cell recruitment together with its own innate immune stim-

ulation via toll-like receptors and cytoplasmic sensing pathways

to promote adaptive immune responses) may provide a unique

set of signals, making it ideal for immunotherapy combinations,

including checkpoint inhibitors. Although we did not detect any

differences in dendritic cell subset markers from week 1 to

week 6 in the either injected or noninjected lesions (Figure S6),

it is possible that the late timing of the biopsies (with week 6

occurring 2 weeks after the previous talimogene laherparepvec

injection) was not optimal to address this question. Another

possibility is that the selected marker, CD141 (mRNA), was not

specific enough to accurately represent Batf3 DC abundance.

Therefore, we also evaluated additional Batf3 DC markers,

IRF8 and XCR1, but significant changes were not observed for

these markers either. Future studies evaluating biopsies soon

after talimogene laherparepvec injection will be needed to deter-

mine the timing of dendritic cell recruitment and to address the

role of local GM-CSF. Further information on events leading to

CD8+ infiltration is provided by preclinical studies. Administra-

tion of OncoVEXmGM-CSF (talimogene laherparepvec with the

mouse GM-CSF transgene) alone or in combination with check-

point blockade in an A20 contralateral murine tumor model

resulted in increased tumor-specific CD8+ T cells and also

anti-AH1 T cells and systemic efficacy (Moesta et al., 2017).

We will seek confirmation of the conclusions from this 21-pa-

tient phase 1b study (e.g., lack of requirement for baseline tumor

infiltration) in the ongoing phase 3 study of the combination of ta-

limogene laherparepvec plus pembrolizumab, which is currently

accruing 660 patients, half receiving combination therapy and

half receiving pembrolizumab with intratumoral placebo in the

control arm (ClinicalTrials.gov: NCT02263508). Also, to further

evaluate systemic effects of talimogene laherparepvec, a sepa-

rate biomarker study is ongoing to evaluate baseline and post-

talimogene laherparepvec noninjected tumors from more than

100 patients (ClinicalTrials.gov: NCT02366195). This will help

provide follow-up data on findings from the small set of tumor bi-

opsies not injected with talimogene laherparepvec in this series,

many of which showed increased tumor inflammation.

In conclusion, the high response rate in this phase 1 clinical

trial and the mechanistic changes documented in patient bi-

opsies suggest that the combination of talimogene laherparep-

vec and pembrolizumab may be able to overcome some limita-

tions of either single-agent therapy and provide responses

beyond what would be expected with either talimogene laher-

parepvec or pembrolizumab administered alone.
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SUMMARY

The emergence of ZIKV infection has prompted a
global effort to develop safe and effective vaccines.
We engineered a lipid nanoparticle (LNP) encapsu-
lated modified mRNA vaccine encoding wild-type
or variant ZIKV structural genes and tested immuno-
genicity and protection in mice. Two doses of
modified mRNA LNPs encoding prM-E genes that
produced virus-like particles resulted in high neutral-
izing antibody titers (�1/100,000) that protected
against ZIKV infection and conferred sterilizing im-
munity. To offset a theoretical concern of ZIKV vac-
cines inducing antibodies that cross-react with the
related dengue virus (DENV), we designed modified
prM-E RNA encoding mutations destroying the
conserved fusion-loop epitope in the E protein. This
variant protected against ZIKV and diminished pro-
duction of antibodies enhancing DENV infection in
cells or mice. A modified mRNA vaccine can prevent
ZIKV disease and be adapted to reduce the risk of
sensitizing individuals to subsequent exposure to
DENV, should this become a clinically relevant
concern.

INTRODUCTION

Zika virus (ZIKV) was identified in 1947 from a Rhesus monkey in

the Zika Forest of Uganda (Dick, 1952; Dick et al., 1952). Histor-

ically, ZIKV circulated between Aedes species mosquitoes and

non-human primates and episodically spilled into human popu-

lations in parts of Africa and Asia. Prior to 2010, ZIKV Infection

was described as a self-limiting febrile illness with headache,

rash, conjunctivitis, and myalgia. More recently, and especially

in the context of its spread in the Western Hemisphere, more se-

vere clinical consequences have been observed (Lazear and

Diamond, 2016). Infection of fetuses during pregnancy has

been associated with placental insufficiency and congenital mal-

formations including cerebral calcifications, microcephaly, and

miscarriage (Brasil et al., 2016; Rasmussen et al., 2016; van

der Eijk et al., 2016). In adults, ZIKV infection is linked to Guil-

lain-Barré syndrome (GBS), an autoimmune disease character-

ized by paralysis and polyneuropathy (Cao-Lormeau et al.,

2016; Oehler et al., 2014). Sexual transmission of ZIKV also

has been described from men-to-women (Foy et al., 2011),

men-to-men (Deckard et al., 2016), and women-to-men (David-

son et al., 2016). Persistent ZIKV has been detected in semen,

sperm, and vaginal secretions up to 6 months following infection

(Mansuy et al., 2016; Murray et al., 2017). ZIKV is now a global

disease of the Americas, Africa, and Asia.

ZIKV is a member of the Flavivirus genus of the Flaviviridae

family of enveloped RNA viruses. ZIKV has an �11 kb positive

sense RNA genome. Translation of viral RNA in the cytoplasm

generates a polyprotein that is cleaved into three structural pro-

teins (capsid [C], pre-membrane/membrane [prM/M], and enve-

lope [E]) and seven non-structural proteins (NS1, NS2A, NS2B,

NS3, NS4A, NS4B, and NS5). ZIKV buds into the lumen of the

endoplasmic reticulum as an immature virion composed of 60

icosahedrally arranged prM-E heterotrimers (Prasad et al.,

2017). As the virus transits through the secretory pathway, the

acidic environment of the Golgi network triggers exposure of a

furin protease cleavage site within prM. Cleavage of prM and

release of the pr peptide in the extracellular space produces

mature, infectious virions that display 90 antiparallel E homo-

dimers on their surface. The ZIKV E protein is composed of three

ectodomains (DI, DII, and DIII) and is the primary target of

neutralizing antibodies. Potently inhibitory monoclonal anti-

bodies (mAbs) against ZIKV target epitopes in all three E protein

domains as well as quaternary structures composed of multiple

domains within or across E dimers (Barba-Spaeth et al., 2016;
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Figure 1. ZIKV mRNA LNP Vaccine Testing in AG129 Mice

(A) ZIKV prM-E modified mRNA is packaged into LNPs for intramuscular delivery.

(B) Schematic of ZIKV genome (top). An mRNA encoding the ZIKV prM/M and E structural genes was engineered (bottom). In this construct, prM is directed into

the ER using a heterologous IgE signal sequence (IgEsig) at the amino-terminus.

(C) HeLa cells were transfected with prM-E mRNA, and SVPs in the supernatant were purified and concentrated by ultracentrifugation and then subjected to

electronmicroscopy and negative staining. Low- and high-power images of purified SVPs are shown. Scale bar, 30 nm. One representative experiment of several

is shown.

(D) HeLa cell supernatants were collected for western blotting under non-reducing conditions with a mAb against the ZIKV E protein.

(E) Scheme of immunization of AG129 mice with one (prime) or two (prime-boost) doses of 2 or 10 mg with IgEsig prM-E or placebo mRNA LNP vaccines.

(F–H) Serum was collected at 6 weeks after vaccination and analyzed for neutralization of ZIKV by PRNT assay. Representative curves are shown (F), and EC50

(G) and EC90 (H) values were calculated for individual animals in each group. Each point represents the mean of two independent experiments per animal. Data

are a composite of two independent experiments with sera from each of the ten animals per group. EC50 and EC90 data were analyzed by a Kruskal-Wallis test

with a multiple comparisons correction and compared to the placebo LNP vaccine (*p < 0.05; ***p < 0.001; ****p < 0.0001). The dashed lines indicate the limit of

detection of the assay.

(legend continued on next page)
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Sapparapu et al., 2016; Stettler et al., 2016; Swanstrom et al.,

2016; Wang et al., 2016; Zhao et al., 2016). In addition to induc-

tion by infectious or inactivated virus particles, neutralizing anti-

bodies against ZIKV can be produced after immunization with

DNA plasmids encoding M-E protein (Larocca et al., 2016) or

prM-E, which in some cases generates secreted virus-like

subviral particles (SVPs) (Dowd et al., 2016b; Muthumani

et al., 2016).

The existence of two ZIKV lineages, African and Asian/Amer-

ican (Haddow et al., 2012) does not impact antibody neutraliza-

tion substantively and thus, ZIKV is classified as a single sero-

type (Dowd et al., 2016a). ZIKV is related to several pathogens

that cause disease globally including dengue (DENV), yellow

fever (YFV), West Nile (WNV), Japanese encephalitis (JEV), and

tick-borne encephalitis (TBEV) viruses. Of these viruses, ZIKV

is most closely related to the four serotypes of DENV as it shares

54 to 59% amino acid identity in the viral E protein (Dejnirattisai

et al., 2016).

Because of its potential to infect and cause harm to devel-

oping fetuses and neonates (Huang et al., 2016), there is an ur-

gent call to develop countermeasures (Marston et al., 2016).

Several groups have developed subunit (prM-E or M-E DNA

plasmid or adenovirus-vectored) or inactivated virus vaccine

platforms capable of eliciting neutralizing antibodies that protect

against ZIKV viremia in mice and non-human primates (Abbink

et al., 2016; Dowd et al., 2016b; Larocca et al., 2016; Muthumani

et al., 2016). Some of these vaccine candidates have initiated

or are scheduled to begin recruitment of subjects for evalua-

tion in humans (NCT02840487, NCT02887482, NCT02809443,

NCT02937233, NCT02952833, and NCT02963909).

The sequence similarity between ZIKV and DENV poses is-

sues for vaccine development due to cross-reactivity of the hu-

man anti-ZIKV antibody response (Dejnirattisai et al., 2016; Sap-

parapu et al., 2016; Stettler et al., 2016). Cross-reactive antibody

responses may contribute minimally to protection, consistent

with the limited neutralizing activity of many broadly-reactive

anti-flavivirus mAbs in cell culture. Whereas primary infection

with DENV generates an antibody response that protects against

the homologous serotype, secondary infection with a heterolo-

gous DENV serotype can result in a potentially lethal shock syn-

drome. This disease is attributed in part to antibody-dependent

enhancement of infection (ADE), whereby cross-reactive anti-

bodies elicited by the first DENV serotype augment infection of

the second DENV serotype in cells expressing Fc-g receptors

(Morens, 1994). This phenomenon could be relevant to ZIKV

vaccination because DENV and ZIKV are related closely, and

vaccinated subjects in or travelers to endemic areas could

become exposed secondarily to DENV, which infects �390

million people per year (Bhatt et al., 2013). Indeed, cross-reac-

tive antibodies targeting the highly conserved fusion loop in DII

of E (E-DII-FL) derived during natural ZIKV infection can augment

infectivity of DENV in cell culture (Dejnirattisai et al., 2016; Ka-

wiecki and Christofferson, 2016; Stettler et al., 2016) and in vivo

in mice (Stettler et al., 2016). These laboratory-based data are

not conclusive, as epidemiological studies, which may take

years to perform, are required to establish the impact of ZIKV hu-

moral immunity on DENV pathogenesis. Vaccine strategies that

reduce induction of cross-reactive antibodies (Crill et al., 2012)

might minimize the risk of sensitizing recipients to severe

DENV infections, should the clinical relevance of ZIKV immunity

on DENV pathogenesis be established.

We generated a versatile ZIKV vaccine platform in which lipid

nanoparticles encapsulate modified mRNA encoding wild-type

(WT) or variant ZIKV structural genes. Unlike DNA plasmid based

vaccines, mRNA does not integrate into chromosomes, which

can lead to insertional mutagenesis and potential oncogenesis

(Pardi and Weissman, 2017). Non-amplifying or self-amplifying

mRNA-based vaccines were used recently to generate humoral

responses against influenza A virus in mice (Hekele et al., 2013;

Petsch et al., 2012) or HIV in non-human primates (Bogers et al.,

2015). Our modified non self-amplifying mRNA vaccines have an

optimizedmRNA containing an open reading frame that encodes

the antigen of interest, 50 and 30 untranslated regions that opti-

mize translation efficiency and intracellular stability, and a propri-

etary nucleoside modification to minimize the indiscriminate

activation of innate immunity. mRNA can stimulate innate immu-

nity through Toll-like and RIG-I-like receptors (Desmet and Ishii,

2012; Karikó et al., 2004). Although the adjuvant effect of stimu-

lating innate immunity might be advantageous for protein vac-

cines, indiscriminate immune activation can inhibit mRNA trans-

lation, thus reducing antigen expression and immunogenicity of

an mRNA vaccine (Cláudio et al., 2013; Coffman et al., 2010).

This can be overcome by replacing uridine nucleosides with

naturally-occurring base modifications, such as pseudouridine

and 5-methylcytidine (Anderson et al., 2011). Here, a two-dose

immunization of modified mRNA encoding ZIKV prM-E induced

high levels of neutralizing antibodies that protected mice with

genetic or acquired innate immune deficiencies against severe

infection. Because mRNA vaccines can be synthesized with

virtually any sequence, we createdmodifiedmRNA immunogens

encoding mutations that abolished an immunodominant cross-

reactive epitope in E-DII-FL. These mRNA induced protective

antibody responses against ZIKV in mice and minimized the

generation of cross-reactive antibodies that enhanced DENV

infection in cell culture and pathogenicity in mice.

RESULTS

An mRNA Vaccine Platform for ZIKV
We developed a vaccine platform for generating optimized lipid

nanoparticles that encapsulate modified mRNA for intramus-

cular delivery to induce high levels of protein expression in vivo

(Figure 1A and Figure S1). As a proof-of-principle, we designed

a modified mRNA encoding a type 1 (N7mGpppGm) cap,

(I–J) AG129Mice were challenged at 6 weeks post-vaccination with 104 PFU of ZIKV P6-740. Animals weremonitored for survival (I) andweight loss (J). Error bars

indicate standard error the mean (SEM). Survival data were analyzed by the log rank test (*p < 0.05; ***p < 0.001). Weight loss was analyzed by two-way ANOVA

(***p < 0.001).

See also related Figures S1 and S2.
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optimized 50 and 30 untranslated sequences (see STAR

Methods), the signal sequence from human IgE, and the full-

length prM and E genes from an Asian (Mirconesia 2007) ZIKV

strain (Lanciotti et al., 2008), which has >99% amino acid

sequence identity relative to strains from the Americas (Fig-

ure 1B). The modified mRNA was synthesized enzymatically

and packaged into lipid nanoparticles (LNPs). Incubation of

LNPs containing IgE signal-prM-E mRNA (IgEsig-prM-E) with

293T or HeLa cells resulted in efficient expression and secretion

of �30 nm SVPs, as judged by electron microscopy (Figure 1C),

western blotting (Figure 1D) and mass spectrometry for ZIKV

structural proteins in the cell supernatants (data not shown).

Vaccine Efficacy in AG129 Mice
We first assessed the immunogenicity and protective activity of

IgEsig-prM-E LNPs in immunocompromised mice lacking type I

and II interferon (IFN) signaling responses. Eight-week-old

Ifnar1�/� Ifngr�/� AG129 male and female mice were divided

into five groups, which received an intramuscular inoculation of

2 or 10 mg of IgEsig-prM-E LNPs or 10 mg of a non-translating

RNA LNP. Groups 1, 3, and 5 were boosted with the same

dose at 21 days after vaccination whereas Groups 2 and 4

were not boosted (Figure 1E). At day 42 after immunization,

mice were phlebotomized for serum neutralizing antibody anal-

ysis (Figures 1F–1H and Figure S2). Mice receiving the IgEsig-

prM-E LNPs with a boost had the strongest serum neutralizing

response against ZIKV, with reciprocal dilution EC50 (half-

maximal inhibition of virus infection) and EC90 values of up to

1/10,000 and 1/1,000, respectively. Mice receiving only a single

immunization had lower neutralizing titers.

At 42 days after vaccination, AG129 mice were challenged

with the ZIKV strain P6-740 (Malaysia, 1966). As expected (Aliota

et al., 2016), AG129mice receiving the negative control LNP vac-

cine succumbed to ZIKV infection (Figure 1I). With the exception

of a single animal, recipients of the 2 or 10 mg IgEsig-prM-E LNP

vaccine with a boost as well as those receiving a single 10 mg

dose all survived infection. In comparison, mice receiving a sin-

gle 2 mg dose of the vaccine displayed an intermediate pheno-

type with a 60% survival rate. Weight measurements correlated

with lethality, as mice receiving the IgEsig-prM-E LNP vaccine

were protected, whereas the negative controls lost weight

beginning at approximately day 10 after challenge (Figure 1J).

Vaccine Efficacy in C57BL/6 Mice
To test the immunogenicity and efficacy of the IgEsig-prM-E LNP

vaccine efficacy in an immunocompetent mouse strain, we inoc-

ulated via intramuscular injection 8-week-old male C57BL/6 WT

mice with 10 mg of IgEsig-prM-E LNPs. These animals were phle-

botomized prior to a single boost at day 28 (4 weeks) and before

challenge at either day 56 (8 weeks) or day 126 (18 weeks). As

expected, serum neutralization titers were relatively low prior

to boosting; however, titers peaked at 4 weeks after boosting

(EC50 of 1/10,000) and remained elevated 18 weeks post-initial

vaccination (Figures 2A–2C and Figure S3). To create a lethal

challenge model, we passively transferred 2 mg of a blocking

anti-ifnar1 antibody 1 day prior to infection with 106 focus-form-

ing units (FFU) of a mouse-adapted African ZIKV strain (Dakar

41519) (Sapparapu et al., 2016; Zhao et al., 2016). All mice immu-

nized with IgEsig-prM-E LNPs were protected against lethal ZIKV

infection compared to the control group, which had a 30%

survival rate (Figure 2D). Mice vaccinated with IgEsig-prM-E

mRNA LNPs did not display any loss in weight (Figure 2E) nor

had measurable viremia in serum at 5 days after challenge

(Figure 2F).

Modified Vaccines Lacking the Immunodominant E-DII-
FL Epitope Generate a Protective Anti-ZIKV Response
The highly conserved FL epitope in DII of the flavivirus E protein

is immunodominant in humans (Beltramello et al., 2010; Crill

et al., 2007; Dejnirattisai et al., 2010; Oliphant et al., 2007; Sap-

parapu et al., 2016; Stettler et al., 2016). As such, infection

with ZIKV or vaccination with ZIKV structural proteins could

induce cross-reactive antibodies, which might enhance DENV

infection and disease through ADE (Morens, 1994; Stettler

et al., 2016). To minimize this possibility, we generated modified

mRNA vaccines by engineering four mutations (T76R, Q77E,

W101R, and L107R) in or near the E-DII-FL (prM-E-FL) that

abolish antibody reactivity of FL-specific antibodies (Chabierski

et al., 2014; Crill et al., 2012; Oliphant et al., 2007). We also

generated a separate series of mRNA LNPs by replacing the

IgE leader sequence with one from Japanese encephalitis virus

(JEVsig), a feature included in other flavivirus prM-E DNA vac-

cines to increase the efficiency of host signalase cleavage (Davis

et al., 2001; Dowd et al., 2016b), and by further optimizing codon

usage (Figure 3A). Western blotting analysis showed similar

levels of SVP expression in HeLa cell supernatants after trans-

fection of WT and FL mutant mRNA, and a loss of FL reactivity

was confirmed for the prM-E-FLmRNA by an absence of binding

of a mAb (WNV E60) that recognizes this epitope (Oliphant et al.,

2006) (Figure 3B).

Immunocompetent 8-week-old female BALB/c mice were

immunized with 2 mg or 10 mg of IgEsig-prM-E or JEVsig-prM-E

(WT or FL mutant) LNPs and boosted with the same LNPs

4 weeks later. At 8 weeks after initial vaccination, serum was

analyzed for neutralizing activity using ZIKV reporter virus parti-

cles (RVPs) (Dowd et al., 2016a) (Figure 3 and Figure S4). Mice

receiving 2 or 10 mg doses of the IgEsig-prM-EWT and FLmutant

LNPs showed similar neutralization titers (Figure 3C), with EC50

values of �1/5,000 (Figure 3E). The 2 and 10 mg dose of the WT

JEVsig-prM-E LNPs induced stronger inhibitory responses with

EC50 values of �1/100,000 (Figures 3D and 3E) and EC90

values of �1/10,000 (Figure 3F). The mutant JEVsig-prM-E-FL

LNPs, however, induced antibody responses with lower EC50

and EC90 values, which still approached 1/10,000 and 1/500,

respectively.

At �13 weeks after initial vaccination, mice were challenged

with ZIKV Dakar 41519 after pre-administration of anti-ifnar1

blocking antibody. At day 3 after infection, serum was analyzed

for viremia. Consistent with their high neutralizing titers, all mice

immunized with 2 or 10 mg doses of JEVsig-prM-E LNPs lacked

measurable viremia (Figure 3G). All other vaccine groups (IgEsig-

prM-E LNPs (WT or FL) or JEVsig-prM-E FL LNPs) had break-

through viremia in some animals, although levels were 10- to

100-fold lower than observed with placebo LNPs. Mice were

euthanized at day 7 after infection and spleen, uterus, and brain

were analyzed for ZIKV RNA levels (Figures 3H–3J). Most mice
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vaccinated with prM-E LNPs showedmarkedly reduced levels of

viral RNA in the spleen (>100-fold) and virtually no detectable

viral RNA in the uterus or brain, whereas the placebo immunized

animals had mean levels of 105 to 106 FFU equivalents per gram

of tissue. Mice vaccinated with the 2 mg dose of IgEsig-prM-E FL

or JEVsig-prM-E FL LNPs showed slightly less protection, as viral

RNA was detectable in some animals in the spleen and brain,

albeit at much lower levels than those immunized with pla-

cebo LNPs.

To establish an immune correlate of complete protection

against ZIKV in this model, we compared the EC50 values

from all mRNA LNP vaccines with the levels of viral RNA recov-

ered in the serum and spleen from individual mice. This analysis

revealed an expected inverse relationship between neutralizing

titers and levels of ZIKV RNA in serum and tissues and defined

a cut-off EC50 value of�1/10,000 to completely prevent viremia

and tissue dissemination (Figures 3K and 3L). We next evaluated

whether the JEVsig-prM-EmRNA LNP vaccines, which protected

almost completely against viremia or infection in tissues,

conferred sterilizing immunity. The vast majority of animals

(80% to 90%) receiving 2 or 10 mg doses of the JEVsig-prM-E

mRNA vaccines failed to boost neutralizing titers one week after

challenge with infectious ZIKV, consistent with sterilizing immu-

nity (Figure 3M). In comparison, most animals (82%–100%)

showing breakthrough viremia or tissue burden with the IgEsig-

prM-E or JEVsig-prM-E FL mRNA vaccines sustained marked in-

creases in EC50 and EC90 values after challenge (Figure 3N),

consistent with the induction of an anamnestic response.

Mutation of theDII-Fusion Loop EpitopeDiminishes ADE
in Cells and Mice
To evaluate whether the FL mutant vaccines diminished induc-

tion of cross-reactive enhancing antibodies, we incubated dilu-

tions of serum obtained at 8 weeks after immunization with

Figure 2. ZIKV mRNA LNP Vaccine Protects C57BL/6 Mice

WT C57BL/6 mice (n = 10, pooled from two independent experiments) were immunized with 10 mg of placebo or IgEsig prM-E mRNA LNPs and boosted with an

equivalent dose four weeks later.

(A) Serum was collected at 4, 8, and 18 weeks post-initial vaccination and analyzed for ZIKV neutralization activity by FRNT assay. Representative neutralization

curves are shown for each group. Error bars denote SD of triplicate technical replicates.

(B and C) EC50 (B) and EC90 (C) values were calculated for individual animals in each group. The dashed lines indicate the limit of detection of the assay. Data

were analyzed using the Mann-Whitney test and compared to the placebo LNP vaccine at each time point (**p < 0.01; ***p < 0.001; n.s. indicates not significant).

(D–F) At week 8 or 18, vaccinated C57BL/6 mice were administered 2 mg of anti-ifnar1 blocking antibody and 1 day later challenged with 105 FFU of mouse

adapted ZIKV Dakar 41519. Animals were monitored for survival (D) and weight loss (E). At day 5 after viral challenge, serum was analyzed for levels of ZIKV RNA

(F). The dashed line indicates the limit of detection of the assay. Survival data were analyzed by the log rank test (***p < 0.001). Weight loss was analyzed by two-

way ANOVA (***p < 0.001) for surviving animals; arrows indicate days having statistically significant differences from placebo vaccine. Viremia data were analyzed

by a Mann-Whitney test (*p < 0.05; ***p < 0.001). See also related Figure S3.
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DENV serotype 1 (DENV-1) RVPs (Dowd et al., 2015) and as-

sessed infection in K562 cells, which express the activating hu-

man Fc-g receptor IIA (CD32A). Whereas sera from mice vacci-

nated with WT IgEsig-prM-E or JEVsig-prM-E mRNA LNPs all

showed bell-shaped, canonical antibody enhancement curves,

many of the sera from mice immunized with serum from IgEsig-

prM-E-FL or JEVsig-prM-E-FL LNPs supported enhancement

at only high concentrations and with considerably reduced effi-

ciency (Figures 4A–4C and Figure S5). Indeed, the peak serum

enhancement titer (PET [Boonnak et al., 2008]) was �100-fold

lower in mice immunized with mutant forms of the fusion loop

(Figure 4D). A similar reduction in enhancing power, or the frac-

tion of infected cells at the PETwas observed (Figures 4A, B, and

4E). Thus, introduction of mutations in the FL of ZIKV E reduced

the production of enhancing antibodies against DENV, as judged

by cell culture assays.

Todetermine thephysiological significanceof these results,we

used an established passive transfer model of ADE for DENV in

AG129 mice (Balsitis et al., 2010; Zellweger et al., 2010) with

serum from the IgEsig-prM-E and IgEsig-prM-E-FL or JEVsig-

prM-E and JEVsig-prM-E-FL vaccinated mice. We first evaluated

the relative neutralizing activity of DENV-2 of pooled ZIKV serum

using an established RVP assay in Raji-DCSIGNR cells (Dowd

et al., 2015). Consistentwith studies using FL-specificmAbs (Wil-

liams et al., 2013), the pooled sera from IgEsig-prM-E or or JEVsig-

prM-E but not IgEsig-prM-E-FL or JEVsig-prM-E-FL vaccinated

animals inhibited DENV-2 infection in cell culture (Figure 4F and

Figure S6A), indicating a cross-reactive antibody (likely FL-spe-

cific) was produced only in mice receiving the WT but not FL

mutant vaccines, and this antibody could neutralize infection in

Raji-DCSIGNR cells lacking activating Fc-g receptors. We next

transferred pooled sera to AG129 mice 1 day prior to challenge

with a non-lethal dose of DENV-2. Whereas administration of 1

or 10 mL of serum from mice vaccinated with WT IgEsig-prM-E

or JEVsig-prM-E LNPs or a positive control anti-prM mAb (2H2)

resulted in uniformly lethal infection and severe disease due to

antibody enhancement, transfer of equivalent amounts of sera

from mice vaccinated with IgEsig-prM-E FL or JEVsig-prM-E-FL

mutant LNPs resulted in significantly lessmorbidity andmortality

(Figure 4G and 4H and Figure S6B).

DISCUSSION

As ZIKV emerges, the urgency for development and deployment

of counter-measures to control infection increases (Marston

et al., 2016). Here, we developed a ZIKV vaccine platform with

modified mRNA encoding the prM-E proteins that was

packaged into LNPs. Although mRNA-based vaccines were

used recently to generate humoral responses against influenza

A virus in mice (Hekele et al., 2013; Petsch et al., 2012) or

HIV in non-human primates (Bogers et al., 2015), these

platforms differed from ours in their use of self-replicating RNA

or protamine complexed mRNA. We selected LNPs for delivery

of the modified mRNA as they have been validated in clinical tri-

als for siRNA delivery and are well tolerated compared to other

non-viral delivery systems (Coelho et al., 2013). In proof-of-prin-

ciple studies, we showed that LNP-delivered modified mRNA

induced neutralizing antibodies that protected several strains

(129 Sv, BALB/c, or C57BL/6) of susceptible mice with genetic

or acquired deficiencies in IFN signaling against lethal ZIKV

challenge. The neutralization titers induced by the IgEsig-

prM-E mRNA LNPs were uniformly high (50% neutralization titer

of �1/10,000) in all three mouse models. The protective re-

sponses conferred by mRNA LNP vaccines were durable; even

14 weeks after boosting, challenged mice showed no morbidity

or mortality. Furthermore, by further optimizing the prM signal

sequence and codon usage (JEVsig-prM-E), we induced even

more potent responses (EC50 of �1/100,000 and EC90 of

Figure 3. ZIKV mRNA LNP Vaccines Containing WT or Mutant FL Sequences Induce Neutralizing Antibody Responses and Protect

BALB/c Mice

(A) Immunization scheme. Female WT BALB/c mice (n = 10, pooled from two independent experiments) were immunized with 2 or 10 mg of prM-E mRNA LNP

vaccines containing either IgE or JEV signal sequences at the N terminus of prM and WT or mutant FL sequences in the E gene. Animals were boosted with the

equivalent dose of the same vaccine 28 days later.

(B) HeLa cells were transfected with different modified mRNA (Lane a, IgEsig-prM-E; Lane b, IgEsig-prM-E FL mutant; Lane c, JEVsig-prM-E; and Lane d, JEVsig-

prM-E FLmutant), and ZIKV E protein in the supernatant was detected by western blotting with a type-specific anti-ZIKV E antibody (left) or a cross-reactive anti-

ZIKV E antibody that binds the FL (right). Results are the representative of two independent experiments. E, monomer; E2, dimer.

(C–F) At week 8, serum was harvested from IgEsig-prM E (C) or JEVsig prM-E (D) mRNA LNP vaccinated mice and analyzed for neutralization capacity using ZIKV

RVPs. Representative curves for each group (with EC50 values at or near the group median) are shown in (C) and (D). Error bars indicate the range of duplicate

technical replicates. EC50 (E) and EC90 (F) values were calculated for individual animals in each group. Each point represents the results from a single experiment

or the mean of two independent experiments. The dotted line indicates the limit of detection of the assay.

(G–J) At week 8, vaccinated BALB/c mice were administered 2 mg of anti-ifnar1 blocking antibody and 1 day later challenged with 105 FFU of mouse adapted

ZIKV Dakar 41519. At 3 (G) and 7 (H–J) days after viral challenge, serum (G), uterus (H), spleen (I), and brain (J) tissues were harvested and analyzed for ZIKV RNA.

EC50, EC90, and viral titer data were analyzed by a Kruskal-Wallis test with a multiple comparisons correction and compared to the placebo LNP vaccine

(*p < 0.05; **p < 0.01; ***p < 0.001; ****p < 0.0001; n.s., not significant).

(K and L) Correlates of day 3 viral load (K, left), day 7 spleen titers (L, left) and protective efficacy (K and L, right) are shown. Data from all JEVsig-prM-E and IgEsig-

prM-E mRNA LNP vaccines was included in this analysis. p values and R2 values reflect Spearman rank-correlation tests. For correlate data, values at which the

line would cross the limit of detection of the y axis are indicated below the graphs. Red line represents the best fit linear regression. For protective efficacy data,

bars indicate median values (****p < 0.0001; Mann-Whitney test).

(M and N) Anamnestic neutralizing antibody response. Paired sera were collected from vaccinated animals (JEVsig-prM-E [M] or IgEsig-prM-E and JEVsig-prM-E

FL [N]) immediately before (Pre) or 7 days after (Post) ZIKV challenge and analyzed for neutralizing activity using ZIKV RVPs. EC50 and EC90 valueswere analyzed

for differences by a paired t test (n.s., not significant; *p < 0.05; **p < 0.01; ***p < 0.001). Indicated at the bottom of the graphs are the number of animals showing a

4-fold increase in neutralization titer (positive anamnestic response) at 7 days after ZIKV challenge.

See also related Figure S4.
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1/10,000) that resulted in sterilizing immunity in the majority of

mice. The basis for the enhanced immunogenicity of the JEVsig-

prM-E versus IgEsig-prM-EmRNA remains uncertain at this time.

While other candidate ZIKV vaccines have demonstrated

protection in mice against ZIKV viremia with IgG titers of

�1/2,000 (Larocca et al., 2016), some of these studies used

Figure 4. ZIKVmRNA LNPVaccines ContainingMutant FL Sequences ShowedReduced ADE against DENV in Cell Culture and in AG129Mice

(A and B) Serial dilutions of serum obtained at week 8 (see Figure 3) from BALB/c mice immunized with 2 or 10 mg of IgEsig-prM E (A) or JEVsig-prM-E (B) mRNA

LNPs withWT or mutant FL sequences were mixed with DENV-1 RVPs and incubated with Fc-g receptor expressing K562 cells. Infected cells were quantified by

flow cytometry. Representative curves for each group (with peak enhancement titers (PET) at or near the group median) are shown in (A) and (B).

(C) Results are displayed relative to the maximum infectivity observed with the control cross-reactive WNV mAb E60 (FL-specific) run in parallel (C). The dotted

line is provided as a reference for mAb E60 normalization. Error bars indicate the range of duplicate technical replicates.

(D) Peak enhancement titer (PET) for eachmouse per group. Data were analyzed by a Kruskal-Wallis one-way ANOVAwith amultiple comparisons correction and

compared to the control LNP vaccine (**p < 0.01; ***p < 0.001).

(E) Magnitude of enhancement (extent of infection at the PET) for each mouse per group.

(F) Neutralization of DENV-2 RVPs by sera pooled from placebo or IgEsig-prM-E (2 mg dose of WT or FL mutant) vaccinated mice. Error bars indicate the range of

duplicate technical replicates.

(G and H) Enhancing effects of ZIKV immune serum on DENV-2 infection in AG129 mice. Recipient AG129mice were passively transferred PBS, 1 mL (G) or 10 mL

(H) of pooled serum from BALB/c mice vaccinated with WT or FL mutant IgEsig-prM E LNPs, or 15 mg of anti-prM mAb (2H2, positive control). One day later,

animals were challenged with 105 FFU of DENV-2 (strain S221) and followed for mortality (left) and clinical score (right) (1 (healthy) to 7 (deceased) scale; see STAR

Methods). Results are pooled from two to three independent challenge experiments (numbers of animals indicated beneath graph) with the exception of the anti-

prM mAb, which was administered in only one of the two experiments as a positive control. Survival curves between serum transfers from IgEsig-prM-E (WT and

FL mutant LNPs) vaccinated mice were statistically different (****p < 0.0001, log-rank test).

See also related Figures S5 and S6.
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immunocompetent strains for challenge, which do not support as

efficient ZIKV infection due to a species-specific lack of antago-

nism of IFN signaling (Grant et al., 2016; Kumar et al., 2016;

Lazear et al., 2016). Passive transfer and challenge studies in

non-human primates with DNA plasmid or inactivated vaccines

suggested that a neutralization titer of 1/100 (measured bymicro-

neutralization assay) or 1/1,000 (measured by RVP assay) is

required to prevent viremia in the majority of ZIKV-infected ani-

mals (Abbink et al., 2016; Dowd et al., 2016b). However, no prior

study assessed sterilizing immunity, as judged by the combined

absence of virus in target tissues and lack of evidence of an

anamnestic humoral response. For vaccine development, a key

question remains as to correlates of vaccine protection in preg-

nancy andwhether sterilizing immunitywill be required to prevent

seeding of the placenta and fetal infection and injury. In anti-

ifnar1-treated susceptible mice, the level of neutralizing anti-

bodies required for conferring sterilizing immunity was substan-

tially higher (> 100 to 1,000-fold) than required to reduce viral

burden or confer survival protection. Vaccination studies in preg-

nant animals are planned to establish the correlate of immune

protection that completely prevents maternal-fetal transmission.

Because of the versatility of the platform, we engineered addi-

tional mRNA LNP vaccines with mutations in the conserved

E-DII-FL, which abolish reactivity of monoclonal and polyclonal

antibodies targeting this region (Chabierski et al., 2014; Crill

et al., 2012; Hughes et al., 2012; Vogt et al., 2011). The FL mutant

mRNA vaccines induced neutralizing antibody responses in non-

pregnant female BALB/c mice that protected against virus

dissemination to the uterus and brain. Moreover, the FL mutant

ZIKV vaccines induced serum antibody responses that resulted

in less ADE of DENV-1 infection in cell culture and immune

enhancement of DENV-2 infection in AG129 mice. Our results

areanalogous toaprior studywithaDENV-1DNAplasmidvaccine

in which the FL epitope was altered by introducing G106R and

L107Dmutations (Crill et al., 2012); in that study, mice immunized

with cross-reactivity-reducedmonovalent DENV-1 DNA vaccines

had diminished immune enhancement of DENV-2 infection in

mice. Although our FL mutant mRNA LNP vaccines minimized

ADE, we did observe a reduction in neutralizing titer (�7-fold

decrease in EC50) for JEVsig-prM-E FL LNPs compared to the

respectiveWTLNPs; however, no significant difference in neutral-

ization was observed between IgEsig-prM-E WT and FL mutant

vaccines. Although further studies are warranted, mRNA LNPs

with FL mutations may induce lower neutralizing responses

because (a) they produce SVPs that are less stable; (b) the

absence of the FL results in a change in the display of neutralizing

epitopes; or (c) themutationof theFL inZIKVSVPsprevents induc-

tion of neutralizing antibodies that bind epitopes proximal to the

FL, as observed with EDE antibodies (Barba-Spaeth et al., 2016;

Dejnirattisai et al., 2016). Thus, there is a trade-off for using the

FLmutantLNPs;althoughcross-reactivityandADEofDENV infec-

tion is reduced, neutralizingactivity and the likelihoodof conferring

sterilizing immunity also are reduced. Second generation cross-

reactivity reduced constructs with a different array of mutations

in conserved regions may prove even more immunogenic.

Our mRNA LNP ZIKV vaccine platform adds to a burgeoning

pipeline that focuses on subunit-based or inactivated virion ap-

proaches. Three groups reported DNA plasmid vaccines encod-

ing ZIKV M-E or prM-E genes that induced neutralizing anti-

bodies in mice and non-human primates and protected against

viremia or lethal virus challenge (Abbink et al., 2016; Dowd

et al., 2016b; Larocca et al., 2016;Muthumani et al., 2016). A rhe-

sus adenovirus-vectored vaccine encoding ZIKV M-E genes

induced neutralizing antibodies after a single dose in four rhesus

macaques (Abbink et al., 2016). Immunization of BALB/c mice or

rhesus macaques with an alum-adjuvanted chemically inacti-

vated ZIKV vaccine induced neutralizing antibodies and cellular

immunity after two doses (Larocca et al., 2016) and protected

against plasma viremia, or viral RNA in urine, cerebrospinal fluid,

colorectal, and cervicovaginal secretions (Abbink et al., 2016). A

human adenovirus vectored vaccine producing soluble E protein

trimers induced neutralizing antibodies and protected 1-week-

old mice from ZIKV challenge (Kim et al., 2016). Although all of

these vaccine platforms show promise, none have been evalu-

ated for induction of cross-reactive antibodies that in theory,

could enhance DENV infection and disease. Nonetheless, it re-

mains to be established whether the enhancement of DENV

infection and disease, which can be demonstrated in vitro and

in mice, becomes a clinically relevant concern for ZIKV vaccines.

In the absence of epidemiological proof, it may be difficult to

justify the evaluation of cross-reactivity reduced variant vaccines

in humans, in view of the decreased immunogenicity, especially

when compared to the extraordinarily strong response gener-

ated with our WT JEVsig-prM-E construct. Nonetheless, the

modified mRNA platform is well-positioned to respond rapidly

to emerging epidemiology data.

In summary, we describe the generation of a ZIKV vaccine, uti-

lizing modified mRNA encapsulated into LNPs that can be easily

manipulated to optimize neutralization capacity and limit poten-

tially undesired cross-reactivity. Our JEVsig-prM-E mRNA LNPs

induced remarkable neutralizing titers that in most animals

conferred sterilizing immunity. Consistent with our results, a

recent study also reported the utility of LNP-encapsulated

mRNA encoding the prM and E genes as a candidate vaccine

for ZIKV infection (Pardi et al., 2017). The flexibility of this plat-

form allows for the future inclusion of additional mRNA encoding

other flavivirus proteins (e.g., NS1) that could augment protec-

tive responses (Costa et al., 2007; Costa et al., 2006) or immuno-

dominant helper CD4 T cell epitopes (Hung et al., 2007). Future

studies will be directed on evaluating the immunogenicity and

protective efficacy of these mRNA vaccines in pregnant mice,

non-human primates, and ultimately, humans.
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Karikó, K. (2011). Nucleoside modifications in RNA limit activation of 20-50-oli-
goadenylate synthetase and increase resistance to cleavage by RNase L.

Nucleic Acids Res. 39, 9329–9338.

Balsitis, S.J., Williams, K.L., Lachica, R., Flores, D., Kyle, J.L., Mehlhop, E.,

Johnson, S., Diamond, M.S., Beatty, P.R., and Harris, E. (2010). Lethal anti-

body enhancement of dengue disease inmice is prevented by Fcmodification.

PLoS Pathog. 6, e1000790.

Barba-Spaeth, G., Dejnirattisai, W., Rouvinski, A., Vaney, M.C., Medits, I.,

Sharma, A., Simon-Lorière, E., Sakuntabhai, A., Cao-Lormeau, V.M., Haouz,

A., et al. (2016). Structural basis of potent Zika-dengue virus antibody cross-

neutralization. Nature 536, 48–53.

Beltramello, M., Williams, K.L., Simmons, C.P., Macagno, A., Simonelli, L.,

Quyen, N.T., Sukupolvi-Petty, S., Navarro-Sanchez, E., Young, P.R., de Silva,

A.M., et al. (2010). The human immune response to Dengue virus is dominated

by highly cross-reactive antibodies endowed with neutralizing and enhancing

activity. Cell Host Microbe 8, 271–283.

Bhatt, S., Gething, P.W., Brady, O.J., Messina, J.P., Farlow, A.W., Moyes,

C.L., Drake, J.M., Brownstein, J.S., Hoen, A.G., Sankoh, O., et al. (2013).

The global distribution and burden of dengue. Nature 496, 504–507.

Bogers, W.M., Oostermeijer, H., Mooij, P., Koopman, G., Verschoor, E.J.,

Davis, D., Ulmer, J.B., Brito, L.A., Cu, Y., Banerjee, K., et al. (2015). Potent

immune responses in rhesus macaques induced by nonviral delivery of a

self-amplifying RNA vaccine expressing HIV type 1 envelope with a cationic

nanoemulsion. J. Infect. Dis. 211, 947–955.

Boonnak, K., Slike, B.M., Burgess, T.H., Mason, R.M., Wu, S.J., Sun, P.,

Porter, K., Rudiman, I.F., Yuwono, D., Puthavathana, P., and Marovich, M.A.

(2008). Role of dendritic cells in antibody-dependent enhancement of dengue

virus infection. J. Virol. 82, 3939–3951.

Brasil, P., Pereira, J.P., Jr., Moreira,M.E., Ribeiro Nogueira, R.M., Damasceno,

L., Wakimoto, M., Rabello, R.S., Valderramos, S.G., Halai, U.A., Salles, T.S.,

et al. (2016). Zika Virus Infection in Pregnant Women in Rio de Janeiro.

N. Engl. J. Med. 375, 2321–2334.

Brien, J.D., Lazear, H.M., and Diamond, M.S. (2013). Propagation, quantifica-

tion, detection, and storage of West Nile virus. Curr Protoc Microbiol 31, 15D

13 11–15D 13 18.

Cao-Lormeau, V.M., Blake, A., Mons, S., Lastère, S., Roche, C., Vanhomwe-

gen, J., Dub, T., Baudouin, L., Teissier, A., Larre, P., et al. (2016). Guillain-Barré
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SUMMARY

The intestinal microbiota influence neurodevelop-
ment, modulate behavior, and contribute to neuro-
logical disorders. However, a functional link between
gut bacteria and neurodegenerative diseases re-
mains unexplored. Synucleinopathies are character-
ized by aggregation of the protein a-synuclein
(aSyn), often resulting in motor dysfunction as exem-
plified by Parkinson’s disease (PD). Using mice that
overexpress aSyn, we report herein that gut micro-
biota are required formotor deficits, microglia activa-
tion, and aSyn pathology. Antibiotic treatment
ameliorates, while microbial re-colonization pro-
motes, pathophysiology in adult animals, suggesting
that postnatal signaling between the gut and the
brain modulates disease. Indeed, oral administration
of specific microbial metabolites to germ-free mice
promotes neuroinflammation and motor symptoms.
Remarkably, colonization of aSyn-overexpressing
mice with microbiota from PD-affected patients en-
hances physical impairments compared to micro-
biota transplants from healthy human donors. These
findings reveal that gut bacteria regulate movement
disorders in mice and suggest that alterations in
the humanmicrobiome represent a risk factor for PD.

INTRODUCTION

Neurological dysfunction is the basis of numerous human dis-

eases. Behavioral, psychiatric, and neurodegenerative disorders

often display hallmark neuropathologies within the central ner-

vous system (CNS). One neuropathology, amyloidosis, results

from aberrant aggregation of specific neuronal proteins that

disrupt many cellular functions. Affected tissues often contain

insoluble aggregates of proteins that display altered conforma-

tions, a feature believed to contribute to an estimated 50 distinct

human diseases (Sacchettini and Kelly, 2002). Neurodegenera-

tive amyloid disorders, including Alzheimer’s, Huntington’s,

and Parkinson’s diseases (PD), are each associated with a

distinct amyloid protein (Brettschneider et al., 2015). PD is the

second most common neurodegenerative disease in the United

States, affecting an estimated 1 million people and 1% of the US

population over 60 years of age (Nalls et al., 2014). Worldwide,

about 3 million patients and caregivers suffer from the often-

debilitating symptoms of PD, which involve motor deficits

including tremors, muscle rigidity, bradykinesia, and impaired

gait. It is a multifactorial disorder that has a strong environmental

component, as less than 10%of cases are hereditary (Nalls et al.,

2014). Aggregation of a-synuclein (aSyn) is thought to be patho-

genic in a family of diseases termed synucleinopathies, which in-

cludes PD, multiple system atrophy, and Lewy body disease

(Brettschneider et al., 2015; Luk et al., 2012; Prusiner et al.,

2015). aSyn aggregation is a stepwise process, leading to oligo-

meric species and intransient fibrils that accumulate within

neurons. Dopaminergic neurons of the substantia nigra pars

compacta (SNpc) appear particularly vulnerable to effects of

aSyn aggregates. Dopamine modulators are a first-line thera-

peutic in PD; however, treatments can carry serious side effects

and often lose effectiveness (Jenner, 2008). Discovery of safe

and effective therapeutics are needed to address the increasing

burden of PD in an ever-aging population, a paradoxical conse-

quence of mankind’s achievements in increased lifespan.

Although neurological diseases have been historically studied

within theCNS, peripheral influences have been implicated in the
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onset and/or progression of diseases that impact the brain

(Dinan andCryan, 2015). Indeed, emerging data suggest bidirec-

tional communication between the gut and the brain in anxiety,

depression, nociception, and autism spectrum disorder (ASD),

among others (Mayer et al., 2014; Schroeder and Bäckhed,

2016; Sharon et al., 2016). Gastrointestinal (GI) physiology and

motility are influenced by signals arising both locally within the

gut and from the CNS. Neurotransmitters, immune signaling,

hormones, and neuropeptides produced within the gut may, in

turn, impact the brain (Selkrig et al., 2014; Wall et al., 2014).

Research into how the gut-brain axis influences neurological

conditions may reveal insights into disease etiology.

The human body is permanently colonized by microbes on

virtually all environmentally exposed surfaces, the majority of

which reside within the GI tract (Ley et al., 2006). Increasingly,

research is beginning to uncover the profound impacts that the

microbiota can have on neurodevelopment and the CNS (Sharon

et al., 2016). Germ-free (GF)mice and antibiotic-treated specific-

pathogen-free (SPF) mice are altered in hippocampal neurogen-

esis, resulting in impaired spatial and object recognition (Möhle

et al., 2016). The microbiota regulate expression of the 5-hy-

droxytryptamine receptor (5-HT1A), brain-derived neurotropic

factor (BDNF), and NMDA receptor subunit 2 (NR2A) (Bercik

et al., 2011; Diaz Heijtz et al., 2011; Sudo et al., 2004). GF mice

have altered cortical myelination and impaired blood-brain bar-

rier function (Braniste et al., 2014; Hoban et al., 2016). Addition-

ally, the microbiota promotes enteric and circulating serotonin

production in mice (Yano et al., 2015) and affects anxiety, hyper-

activity, and cognition (Clarke et al., 2013; Diaz Heijtz et al., 2011;

Neufeld et al., 2011; Selkrig et al., 2014). To augment mouse

models, dysbiosis (alterations to the microbial composition) of

the humanmicrobiome has been reported in subjects diagnosed

with several neurological diseases (Schroeder and Bäckhed,

2016). For example, fecal and mucosa-associated gut microbes

are different between individuals with PD and healthy controls

(Hasegawa et al., 2015; Keshavarzian et al., 2015; Scheperjans

et al., 2015; Unger et al., 2016). Yet, how dysbiosis arises and

whether this feature contributes to PD pathogenesis remains

unknown.

Gut bacteria control the differentiation and function of immune

cells in the intestine, periphery, and brain (Erny et al., 2015; Mat-

covitch-Natan et al., 2016; Rooks and Garrett, 2016). Intrigu-

ingly, subjects with PD exhibit intestinal inflammation (Devos

et al., 2013), and GI abnormalities such as constipation often

precede motor defects by many years (Braak et al., 2003; Ver-

baan et al., 2007). Braak’s hypothesis posits that aberrant

aSyn accumulation initiates in the gut and propagates via the

vagus nerve to the brain in a prion-like fashion (Del Tredici and

Braak, 2008). This notion is supported by pathophysiologic evi-

dence: aSyn inclusions appear early in the enteric nervous sys-

tem (ENS) and the glossopharyngeal and vagal nerves (Braak

et al., 2003; Shannon et al., 2012), and vagotomized individuals

are at reduced risk for PD (Svensson et al., 2015). Further, injec-

tion of aSyn fibrils into the gut tissue of healthy rodents is suffi-

cient to induce pathology within the vagus nerve and brainstem

(Holmqvist et al., 2014). However, the notion that aSyn aggrega-

tion initiates in the ENS and spreads to the CNS via retrograde

transmission remains controversial (Burke et al., 2008), and

experimental support for a gut microbial connection to PD is

lacking.

Based on the common occurrence of GI symptoms in PD,

dysbiosis among PD patients, and evidence that the microbiota

impacts CNS function, we tested the hypothesis that gut bacte-

ria regulate the hallmark motor deficits and pathophysiology of

synucleinopathies. Herein, we report that the microbiota is

necessary to promote aSyn pathology, neuroinflammation, and

characteristic motor features in a validated mouse model. We

identify specific microbial metabolites that are sufficient to

promote disease symptoms. Remarkably, fecal microbes from

PD patients impair motor function significantly more than micro-

biota from healthy controls when transplanted into mice.

Together, these results suggest that gut microbes may play a

critical and functional role in the pathogenesis of synucleinopa-

thies such as PD.

RESULTS

Gut Microbes Promote Motor and GI Dysfunction
The Thy1-aSyn (alpha-synuclein-overexpressing [ASO]) mouse

displays progressive deficits in fine and gross motor function,

as well as gut motility defects (Chesselet et al., 2012; Rocken-

stein et al., 2002). Recent evidence has linked unregulated

aSyn expression in humans to a higher risk of PD (Soldner

et al., 2016), providing an epidemiological foundation for the

Thy1-aSyn mouse model. Defects in coordinated motor tasks

become evident at 12 weeks of age (Fleming et al., 2004). Motor

function was measured via four tests: beam traversal, pole

descent, nasal adhesive removal, and hindlimb clasping re-

flexes, as previously validated in this model (Fleming et al.,

2004). 12- to 13-week-old ASO animals harboring a complex mi-

crobiota (SPF-ASO) require significantly more time to cross a

challenging beam compared to wild-type littermates (SPF-WT)

and also exhibit increased time to descend a pole, twomeasures

of gross motor function (Figures 1A and 1B). Removal of an ad-

hesive from the nasal bridge, a test of fine motor control, is

impaired in SPF-ASO mice compared to SPF-WT mice (Fig-

ure 1C). Finally, the hindlimb clasping reflex, ameasure of striatal

dysfunction (Zhang et al., 2014), is defective in SPF-ASO mice

(Figure 1D). To assess the contribution of gut bacteria, we re-

derived ASO mice (GF-ASO) and wild-type mice (GF-WT) under

germ-free conditions. Remarkably, 12- to 13-week-old GF-ASO

animals exhibit reduced deficits in beam traversal, pole descent,

adhesive removal, and hindlimb clasping (Figures 1A–1D). In

fact, the execution of motor function tasks by GF-ASO mice re-

sembles performance levels of WT animals in many cases. GF-

ASO mice do not exhibit differences in weight compared to

SPF-ASO animals (Figure S1A), while both SPF-ASO and GF-

ASO animals display defects in the inverted grid assay, a mea-

sure of limb strength (Figure S1B)—thus, outcomes in motor

tests are not due to weight or physical strength. At a later age

(24–25 weeks old), SPF-ASO animals exhibit a progressive

decline in motor function (Figures S1C–S1G), which is signifi-

cantly delayed in GF-ASO animals (Figures S1C–S1G). We do

not observe consistent differences in motor tasks between GF-

WT and SPF-WT animals, providing evidence for gene-micro-

biome interactions.
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As in PD, motor dysfunction in this mouse model co-occurs

with decreased GI function and constipation (Verbaan et al.,

2007; Wang et al., 2012). In SPF-ASO animals, we observe a

marked decrease in the total output of fecal pellets, at both

12–13 weeks and 24–25 weeks of age, while fecal output is un-

altered in GF-ASO animals (Figures 1E, 1F, S1H, and S1I).

Further, fecal pellets produced by SPF-ASO mice contain

reduced water content compared to GF-ASO mice (Figure S1J),

together revealing reduced GI defects in GF animals. Indeed,

compilation of all motor phenotypes into a principal-component

analysis (PCoA) displays a striking segregation by the SPF-ASO

group, while GF-ASO animals cluster more similarly to WT mice

(Figure S1K). Together, these data demonstrate that the pres-

ence of gut microbes promote the hallmark motor and intestinal

dysfunction in a preclinical model of PD.

The Gut Microbiota Is Required for aSyn Pathology
Motor deficits in PD coincide with the aggregation of aSyn. Uti-

lizing an antibody that recognizes only conformation-specific

aSyn aggregates and fibrils, we performed immunofluores-

cence microscopy to visualize aSyn inclusions in the brains

of mice. Under SPF conditions, we observe notable aggrega-

tion of aSyn in the caudoputamen (CP) and substantia nigra

(SN) of ASO animals (Figures 2A and 2B), brain regions of the

nigrostriatal pathway affected in both mouse models and hu-

man PD (Brettschneider et al., 2015). Surprisingly, GF-ASO

mice display appreciably fewer aSyn aggregates (Figures 2A

and 2B). To quantify aSyn aggregation, we performed western

blots of brain extracts (Figure 2C). We reveal significantly less

insoluble aSyn in brains of GF-ASO animals (Figures 2C–2E).

To further confirm these findings, we performed dot blot anal-

ysis for aggregated aSyn in the CP and inferior midbrain, where

the SN is located, and observe similarly decreased aSyn aggre-

gation in GF-ASO animals (Figures S2A–S2C). Interestingly, we

observe regional specificity of aSyn aggregation: in the frontal

cortex (FC), GF-ASO animals harbor fewer aSyn aggregation

than SPF animals, while in the cerebellum (CB), we observe

nearly equal quantities of aSyn in SPF and GF mice (Figures

S2D–S2H). To ensure that these findings do not reflect differ-

ences in transgene expression, we report similar levels of

aSyn transcript and protein in the inferior midbrain and the

CP between SPF- and GF-ASO animals (Figures 2F and 2G).

These data suggest that the microbiota regulates pathways

that promote aSyn aggregation and/or prevent the clearance

of insoluble protein aggregates.

aSyn-Dependent Microglia Activation by the Microbiota
The microbiota modulates immune development in the CNS

(Erny et al., 2015; Matcovitch-Natan et al., 2016), and aSyn ag-

gregates activate immune cells, including brain-resident micro-

glia (Kim et al., 2013; Sanchez-Guajardo et al., 2013). Microglia

undergo significant morphological changes upon activation,

transitioning from thin cell bodies with numerous branched ex-

tensions to round, amoeboid cells with fewer branches (Erny

et al., 2015). In situ 3D reconstructions of individual microglia

cells from confocal fluorescence microscopy reveals that wild-

type GF animals harbor microglia that are distinct from SPF

animals. Within the CP and SN, microglia in GF-WT mice display

increased numbers and total lengths of microglia branches

compared to SPF-WT animals (Figures 3A–3C). These morpho-

logical features are indicative of an arrest in microglia maturation

and/or a reduced activation state in GF animals, corroborating a

recent report that gut bacteria affect immune cells in the brain

(Erny et al., 2015).

Extending these observations to a disease model, microglia

from SPF-ASO mice display significant increases in cell

body diameter, along with fewer processes of shorter length

compared to GF-ASO mice (Figures 3A–3C). Tissue homoge-

nates from the CP and inferior midbrain of SPF-ASO mice

contain a marked increase in the pro-inflammatory cytokines tu-

mor necrosis factor-a (TNF-a) and interleukin-6 (IL-6) compared

to GF-ASO mice (Figures 3D and 3E). Both cytokines are

elevated in the brains of PD patients (Mogi et al., 1994a,

1994b). Gene expression analysis of RNA from enriched

CD11b+ cells (primarily microglia) reveals increased Tnfa and

Il6 expression in SPF-ASO animals, which is nearly absent in

GF animals (Figure 3F). Neuroprotective Bdnf and the cell

cycle marker Ddit4 levels are upregulated in GF animals (Fig-

ure S2I), as observed in previous studies (Erny et al., 2015; Mat-

covitch-Natan et al., 2016). Neuroinflammatory responses are

region specific with increased in microglia diameter and TNF-a

A B E

C D F

Figure 1. Gut Microbes Promote Motor and Gastrointestinal

Dysfunction

(A) Time to traverse beam apparatus.

(B) Time to descend pole.

(C) Time to remove adhesive from nasal bridge.

(D) Hind-limb clasping reflex score.

(E) Time course of fecal output in a novel environment over 15 min.

(F) Total fecal pellets produced in 15 min.

Animals were tested at 12–13 weeks of age. n = 4–6, error bars represent the

mean and standard error from three trials per animal. Data are representative

of two experiments. *p % 0.05; **p % 0.01; ***p % 0.001; ****p % 0.0001.

Abbreviations: SPF, specific-pathogen-free; GF, germ-free; WT, wild-type;

ASO, Thy1-a-synuclein genotype. See also Figure S1.
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production in the FC but not the CB (Figures 3G and 3H). Overall,

these findings support the hypothesis that gut microbes promote

aSyn-dependent activation of microglia within specific brain re-

gions involved in disease.

Postnatal Microbial Signals Modulate aSyn-Dependent
Pathophysiology
The microbiota influence neurological outcomes during gesta-

tion, as well as via active gut-to-brain signaling in adulthood.

In order to differentiate between these mechanisms, we treated

SPF animals with an antibiotic cocktail to postnatally deplete

the microbiota (Figure 4A). Conversely, we colonized groups

of 5- to 6-week-old GF mice with a complex microbiota from

SPF-WT animals (Figure 4A). Remarkably, antibiotic-treated

(Abx) animals display little aSyn-dependent motor dysfunction,

closely resembling mice born under GF conditions (Figures 4B–

4E). Postnatal colonization of previously GF animals (Ex-GF)

recapitulates the genotype effect observed in SPF mice,

with mice that overexpress aSyn displaying significant motor

dysfunction (Figures 4B–4E). GI function, as measured by fecal

output, is also significantly improved in Abx-treated animals,

while Ex-GF mice exhibit an aSyn-dependent decrease in total

fecal output (Figures 4F and 4G). Furthermore, in the transgenic

ASO line, microglia from Ex-GF animals have increased cell

body diameters comparable to those in SPF mice (Figures 4H

and 4I). Abx-ASO animals, however, harbor microglia with

diameters similar to GF animals (Figures 4H and 4I). While

not excluding a role for the microbiota during prenatal neuro-

development, modulation of microglia activation during adult-

hood contributes to aSyn-mediated motor dysfunction and

neuroinflammation, suggesting active gut-brain signaling by

the microbiota.

SCFAs Are Sufficient to Promote aSyn-Mediated
Neuroinflammation
Recently, it was revealed that gut bacteria modulate microglia

activation during viral infection through production of microbial

metabolites, namely short-chain fatty acids (SCFAs) (Erny et al.,

2015). Indeed, we observe lower fecal SCFA concentrations in

GFandAbx-treated animals, compared toSPFmice (Figure S3A;

Smith et al., 2013). To address whether SCFAs impact neuroim-

mune responses in a mouse model of PD, we treated GF-ASO

and GF-WT animals with a mixture of the SCFAs acetate, propi-

onate, and butyrate (while the animals remained microbiologi-

cally sterile) and significantly restored fecal SCFA concentrations

(Figure S3A). Within affected brain regions (i.e., CP and SN), mi-

croglia in SCFA-administered animals display morphology indic-

ative of increased activation compared to untreated mice, and

similar to cells from Ex-GF and SPF mice (Figures 5A, 5B, S3B,

and S3C; see also Figures 3 and 4). Microglia from GF-ASO

mice fed SCFAs (SCFA-ASO) are significantly larger in diameter

than those of GF-WT animals treated with SCFAs (SCFA-WT),

with a concomitant decrease in the length and total number of

branches. Abx-treated animals, however, display microglia

morphology similar to GF animals (Figures 5B, S3B, and S3C;

see also Figures 3 and 4). Changes in microglia diameter are

also observed in the FC, but not the CB, demonstrating region-

specific responses (Figures S3D and S3E).

Corresponding to microglia morphology, we reveal aSyn ag-

gregates in mice administered SCFAs compared to untreated

and Abx-treated mice, and similar to Ex-GF animals (Figures

S3F–S3I). Strikingly, we observe that postnatal signaling by mi-

crobes induces increased aSyn aggregation in the CP and SN

(Figures S3F and S3G), with no observable difference in the FC

and CB (Figures S3H and S3I), confirmed by quantification and

A C

D E
B

F G

Figure 2. aSyn Pathology Is Increased in Mice

Harboring a Gut Microbiota

(A) Representative images of the caudoputamen (CP)

from SPF-ASO or GF-ASO animals stained with

aggregation-specific aSyn antibody (red), Phospho-

Ser129-aSyn antibody (green), and Neurotrace/Nissl

(blue).

(B) Representative images of the substantia nigra

(SN) from SPF-ASO or GF-ASO animals, stained as

above.

(C) Representative western blot of triton soluble and

insoluble brain homogenates, immunostained with

anti-aSyn antibody.

(D and E) Densitometry quantification of anti-aSyn

western blots for (D) all aSyn and (E) ratio of insoluble

to soluble aSyn staining.

(F) qRT-PCR analysis of human aSyn in the CP or

inferior midbrain (Mid).

(G) ELISA analysis of total aSyn present in homoge-

nates from the CP or inferior midbrain (Mid).

Tissues collected from mice at 12–13 weeks of age.

n = 3–4, error bars represent the mean and standard

error. *p % 0.05; **p % 0.01; ***p % 0.001. Abbrevi-

ations: SPF, specific-pathogen-free; GF, germ-free;

WT, wild-type; ASO, Thy1-a-synuclein genotype. See

also Figure S2.
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western blot (Figures S3J–S3O). SCFAs either singly or in a

mixture, over a range of concentrations, do not expedite the ag-

gregation of human aSyn in vitro (Figures S4A–S4G), nor do they

alter the overall structure of aSyn amyloid fibrils (Figures S4H

and S4I). Though additional studies are needed, it appears that

SCFAs accelerate in vivo aSyn aggregation, albeit independently

of direct molecular interactions.

SCFAs Are Sufficient to Promote Motor Deficits
To explore a link between microbial metabolites and motor

symptoms in the Thy1-aSyn model, GF animals were treated

with the SCFAmixture beginning at 5–6 weeks of age, andmotor

function was assessed at 12–13 weeks of age. SCFA-ASO mice

display significantly impaired performance in several motor

tasks compared to untreated GF-ASO animals (Figures 5C–

5F), including impairment in beam traversal, pole descent, and

hindlimb reflex (compare GF-ASO to SCFA-ASO mice). All ef-

fects by SCFAs are genotype specific to the Thy1-aSyn mice.

GI deficits are also observed in the SCFA-treated transgenic an-

imals (Figures 5G and 5H). Oral treatment of GF animals with

heat-killed bacteria does not induce motor deficits (Figures

S4J–S4M), suggesting that bacteria need to be metabolically

A B

C

D E F

G H

Mid

Figure 3. aSyn-Dependent Microglia Activation by the Microbiota

(A) Representative 3D reconstructions of Iba1-stained microglia residing in the caudoputamen (CP) of SPF-WT, SPF-ASO, GF-WT, and GF-ASO animals.

(B) CP-resident microglia parameters diameter, number of branch points, and total branch length.

(C) Substantia nigra (SN)-resident microglia parameters diameter, number of branch points, and total branch length.

(D) ELISA analysis for TNF-a and IL-6 present in homogenates from the CP.

(E) ELISA analysis for TNF-a and IL-6 present in homogenates from the inferior midbrain (Mid).

(F) qPCR analysis of CD11b+ cells derived from brain homogenate for tnfa and il6.

(G) Diameter of microglia residing in the frontal cortex (FC) or cerebellum (CB).

(H) ELISA analysis for TNF-a present in homogenates from the FC or CB.

Tissues collected from mice at 12–13 weeks of age. n = 3–4 (with 20–60 cells per region per animal analyzed); error bars represent the mean and standard error.

*p % 0.05; **p % 0.01; ***p % 0.001; ****p % 0.0001. Abbreviations: SPF, specific-pathogen-free; GF, germ-free; WT, wild-type; ASO, Thy1-a-synuclein

genotype. See also Figure S2.
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active. Additionally, oral treatment of SCFA-fed animals with the

anti-inflammatory compound minocycline is sufficient to reduce

TNF-a production, reduce aSyn aggregation, and improvemotor

function, without altering transgene expression (Figures S5A–

S5H). We propose that the microbiota actively produce metabo-

lites, such as SCFAs, that are required for microglia activation

and aSyn aggregation, contributing to motor dysfunction in a

preclinical model of PD.

Dysbiosis of the PD Microbiome
Given recent evidence that PD patients display altered micro-

biomes (Hasegawa et al., 2015; Keshavarzian et al., 2015; Sche-

perjans et al., 2015), we sought to determine whether human gut

microbes affect disease outcomes when transferred into GF

mice. We collected fecal samples from six human subjects diag-

nosedwith PD aswell as sixmatched healthy controls (Table S1).

To limit confounding effects, only new-onset, treatment-naive

PD patients with healthy intestinal histology were chosen,

among other relevant inclusion and exclusion criteria (see

STAR Methods and Table S1).

Fecal microbiota from PD patients or controls were trans-

planted into individual groups of GF recipient animals via oral

gavage. Fecal pellets were collected from ‘‘humanized’’ mice,

bacterial DNA was extracted, and 16S rRNA sequencing was

performed. Sequences were annotated into operational taxo-

nomic units (OTUs), using closed reference picking against the

Greengenes database and metagenome function was predicted

by PICRUSt. Recipient animal groups were most similar to their

A

D

B C

E H

F G I

Figure 4. Postnatal Microbial Signals Promote Motor and Gastrointestinal Dysfunction

(A) Time course schema for animal treatment and testing.

(B) Time to traverse beam apparatus.

(C) Time to descend pole.

(D) Time to remove nasal adhesive.

(E) Hindlimb clasping reflex score.

(F) Time course of fecal output in a novel environment over 15 min.

(G) Total fecal pellets produced in 15 min.

(H) Representative 3D reconstructions of Iba1-stained microglia residing in the caudoputamen (CP) of Abx-ASO or Ex-GF-ASO animals.

(I) Diameter of microglia residing in the CP or substantia nigra (SN).

Animals were tested at 12–13 weeks of age. n = 6–12; error bars represent themean and standard error from 3 trials per animal, and compiled from 2 independent

cohorts or 20–60microglia per region analyzed. #0.05 < p < 0.1; *p% 0.05; **p% 0.01; ***p% 0.001; ****p% 0.0001. Abbreviations: SPF, specific-pathogen-free;

GF, germ-free; Abx, antibiotic-treated; Ex-GF, recolonized germ-free animals; WT, wild-type; ASO, Thy1-a-synuclein genotype. See also Figure S3.
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respective human donor’s profile in unweighted UniFrac (Lozu-

pone and Knight, 2005), based on PCoA (Figures 6A and 6B).

Strikingly, the disease status of the donor had a strong effect

on the microbial communities within recipient mice. Humanized

mouse groups from PD donors are significantly more similar to

each other than to communities transplanted from healthy do-

nors, with this trend persisting when stratified by genetic back-

ground (Figures 6C and 6D). Furthermore, there are significant

differences between the healthy and PDdonors in the ASOback-

ground compared toWT recipients, suggesting genotype effects

on microbial community configuration (Figures 6C and 6D).

We identified a number of genera that are altered in animals

colonized with microbiota derived from PD donors, compared

to healthy controls (Figure 6E), as well as altered KEGG path-

ways between these groups as indicated by Bray-Curtis dis-

tances (Figures S6A–S6C). OTUs increased in abundance in

mice with PD microbiomes include Proteus sp., Bilophila sp.,

and Roseburia sp., with a concomitant loss of members of fam-

ilies Lachnospiraceae, Rikenellaceae, and Peptostreptococca-

ceae, as well as Butyricicoccus sp. (Figure 6E). Interestingly,

some taxa are altered only in ASO animals (e.g., Proteus sp.,

Bilophila sp., and Lachnospiraceae), while others display

significant changes independent of mouse genotype (e.g., Ros-

buria sp., Rikenellaceae, and Enterococcus sp.) (Figure 6E).

Intriguingly, the abundance of three SCFA-producing KEGG

families (K00929, butyrate kinase, and K01034 and K01035, ac-

etate CoA/acetoacetate CoA transferase alpha and beta) are

increased in mice that received fecal microbes derived from

PD donors (Figure S6D). Further, we observe that animals

receiving PD donor-derived microbiota display a significantly

altered SCFA profile, with a lower concentration of acetate

and higher relative abundances of propionate and butyrate,

compared to animals colonized with microbes from healthy con-

trols (Figure S6E). Together, these data indicate that differences

in fecal microbial communities between PDpatients and controls

can be maintained after transfer into mice. Further, aSyn overex-

pression engenders distinct alterations to the gut microbiome

profile after transplantation.

PD-Derived Gut Microbiota Promotes Motor
Dysfunction
To assess microbiota function, groups of humanized animals

from each of the donor pairs were tested for motor function.

Consistent among four of the six pairs (pairs #1, 3, 4, and 5), mi-

crobiota derived from individuals with PD promote increased

aSyn-mediated motor dysfunction (Figures 7A–7F). Beam

traversal, pole descent, and nasal adhesive removal are signifi-

cantly impaired in ASO animals colonized with PD microbiota

compared to genotype-matched recipient mice harboring gut

bacteria from healthy controls. Hindlimb reflex scores, on the

other hand, are generally not different between individual do-

nors. Interestingly, microbiota from one pair of samples did not

induce significant genotype effects in the beam traversal and

pole descent tasks (pair #2, Figure 7B), reflecting potential het-

erogeneity in the population that needs to be addressed through

well-powered cohort studies. We observed no notable effects in

motor function by WT recipient animals colonized with micro-

biota from either donor group (Figures 7A–7F). This finding in a

GFB

A C D E

H

Figure 5. SCFAs Promote aSyn-Stimulated Microglia Activation and Motor Dysfunction

(A) Representative 3D reconstructions of Iba1-stained microglia residing in the caudoputamen (CP) of wild-type or ASO SCFA-treated animals.

(B) Diameter of microglia residing in the CP or substantia nigra (SN).

(C) Time to traverse beam apparatus.

(D) Time to descend pole.

(E) Time to remove nasal adhesive.

(F) Hindlimb clasping reflex score.

(G) Time course of fecal output in a novel environment over 15 min.

(H) Total fecal pellets produced in 15 min.

Animals were tested at 12–13weeks of age. n = 6–12, error bars represent themean and standard error from 3 trials per animal, and compiled from 2 independent

cohorts or 20–60 microglia per region analyzed. Data are plotted with controls from Figure 4 for clarity. *p % 0.05; **p % 0.01; ***p % 0.001; ****p % 0.0001.

Abbreviations: SPF, specific-pathogen-free; GF, germ-free; SCFA, short-chain fatty acid-treated; WT, wild-type; ASO, Thy1-a-synuclein genotype. See also

Figures S3, S4, and S5.
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preclinical mouse model supports the notion the PD microbiota

contributes to disease symptoms in genetically susceptible

hosts. Notably, recipient animals display little alteration to weight

and GI function as measured by fecal output (Figures S7A–S7F).

Compilation of performance data from all groups reveals that mi-

crobiota from PD patients induce increased motor impairment in

ASO animals compared to microbes from healthy controls in

three of four tests used in this study (Figure 7G). In fact, depicting

all motor function by PCoA displays striking global differences

between animals colonized with microbiota from PD donors,

compared to those colonized with gut bacteria derived from

healthy individuals (Figure S7G). The observation that gut bacte-

ria from PD patients compared to healthy controls enhance mo-

tor deficits in a mouse model provides evidence for a functional

contribution by the microbiota to synuclienopathies.

DISCUSSION

Parkinson’s disease represents a growing health concern for an

ever-aging population. While genetic risks have been identified,

environmental factors and gene-environment interactions prob-

ably account for most PD cases (Nalls et al., 2014; Ritz et al.,

2016). We provide evidence that the gut microbiota are required

for postnatal events that promote hallmark motor deficits in

an animal model. Under GF conditions, or when bacteria are

depleted with antibiotics, transgenic animals overexpressing hu-

man aSyn display reduced microglia activation, aSyn inclusions,

and motor deficits compared to animals with a complex micro-

biota. Treatment with microbially produced SCFAs restores all

major features of disease in GFmice, identifying potential molec-

ular mediators involved in gut-brain signaling. Exacerbated

motor symptoms in humanized mice transplanted with a PD

microbiota compared to healthy controls suggest that aSyn

overexpression (genetics) and dysbiosis (environment) combine

to influence disease outcomes in mice. Extrapolation of these

preclinical findings to humans may embolden the concept that

gene-microbiome interactions represent a previously unrecog-

nized etiology for PD.

Mechanisms by which gut bacteria promote aSyn-mediated

pathophysiology are likely complex; herein, we have identified

one potential pathway requiring microbiota-dependent effects

on microglia. Recent studies have demonstrated an active role

for the gut microbiota in promoting full maturation and inflamma-

tory capabilities of microglia through the production of SCFAs

(Erny et al., 2015). Despite a requirement for the SCFA receptor

FFAR2 for microglia maturation, these cells are not known to ex-

press FFAR2, but do express other SCFA-responsive genes

such as the histone deactylases that modulate gene expression

(Erny et al., 2015). SCFAs may cross the BBB and impact the

physiology of cells in the CNS (Mitchell et al., 2011), or they

may have peripheral effects, which indirectly activate and

mature microglia by currently unknown mechanisms (Erny

et al., 2015). Further, insoluble aggregates and oligomeric forms

of aSyn activate microglia (Kim et al., 2013; Sanchez-Guajardo

et al., 2013). Increases in the activation state of microglia and

the production of pro-inflammatory cytokines alter neuronal

function and increase cell death in models of PD and other

neurodegenerative diseases (Kannarkat et al., 2013; Sanchez-

Guajardo et al., 2013). Intriguingly, an inflammatory environment

is known to enhance aSyn aggregation, which may further

activate microglia upon contact and promote a feed-forward

cascade that leads to additional aSyn aggregation and propaga-

tion and progression of disease (Gao et al., 2011). If true,

possible future treatment options may include targeting immune

activation by the microbiota, a notion consistent with research

C
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Figure 6. Microbiome Dysbiosis of PD Patient Samples after

Transplant into Germ-free Mice

(A) Unweighted UniFrac Principle Coordinate Analysis of microbial commu-

nities of human donors (large circles) and recipient mice (small circles). Each

donor and recipient sample are matched by color.

(B) Unweighted and weighted UniFrac analysis of microbial communities in

recipient animals based on donor identity.

(C) Unweighted and weighted UniFrac analysis of microbial communities in

recipient animals based on mouse genotype.

(D) Comparison of unweighted and weighted UniFrac analysis of microbial

communities in recipient animals.

(E) Taxa-level analysis of individual genera altered between PD and healthy

donors as a function of recipient mouse genotype. Left column indicates

percentage with significant differences observed; right column indicates fold

change between PD and healthy donors. Light colors indicate non-statistically

significant differences.

n = 3–6, over 3 time points post-colonization. Error bars represent the mean

and standard error. ***p% 0.001, 999 permutations. Abbreviations: HC, germ-

free mice colonized with fecal microbes from healthy controls; PD, germ-free

mice colonized with fecal microbes from Parkinson’s disease patients; WT,

wild-type; ASO, Thy1-a-synuclein genotype. See also Figure S6.

1476 Cell 167, 1469–1480, December 1, 2016



into anti-inflammatory therapeutic modalities for PD (Valera and

Masliah, 2016).

While the microbiota promote microglia maturation, there are

likely other disease-modifying processes that remain undiscov-

ered. These include effects by the microbiota on autophagy

(Lin et al., 2014), a cellular recycling process that is genetically

linked to PD risk and when impaired may lead to reduced clear-

ance of aSyn aggregates (Beilina andCookson, 2015; Nalls et al.,

2014). Additionally, intestinal bacteria have been shown to

modulate proteasome function (Cleynen et al., 2014), which

may also aid in the clearance of aSyn inclusions. The protective

effects of autophagy and the proteasome are not specific to syn-

uclienopathies, and the ability of the microbiota to modulate

these critical cellular functions suggests that other amyloid dis-

orders, such as Alzheimer’s and Huntington’s diseases, may

be impacted by gut bacteria. In fact, recent studies have impli-

cated the gut microbiota in promoting amyloid beta pathology

in a model of Alzheimer’s disease (Minter et al., 2016). Though

we have explored postnatal effects of the microbiota in a model

of neurodegenerative disease, our findings do not address the

likely important role of microbial signals during prenatal neurode-

velopment. Whether gut microbes alter the development of the

dopaminergic system, perhaps by modulating neurogenesis or

neural differentiation in utero or early life, remains unexplored.

Furthermore, gut microbes can produce dopamine and its pre-

cursors from dietary substrates, with almost half of the body’s

dopamine generated in the GI tract (Eisenhofer et al., 1997;

Wall et al., 2014). Deciphering microbiota effects on microglia

activation, cellular protein clearance pathways, neurotransmitter

production, and/or other mechanisms may offer an integrated

approach to understand the pathogenesis of a complex and

enigmatic disorder such as PD.

We reveal that gut bacteria from PD patients promote

enhanced motor impairment compared to microbiota from

healthy controls when transplanted into genetically susceptible

ASO mice. This surprising finding suggests that distinct

microbes associated with PD, rather than general microbial

stimulation, manifest disease symptoms. Several bacterial taxa

are altered in mice receiving fecal transplants from PD

patients compared to healthy controls. Additionally, a number

of bacterial genera are changed specifically in ASO animals,

but not WT mice, receiving microbes from the same donor.

These include depletions in members of family Lachnospiraceae

and Ruminococceae in recipient mice, a notable finding as

these same genera are significantly reduced in fecal samples

directly from PD patients (Keshavarzian et al., 2015). Conversely,

the gut microbiomes in human subjects with PD contain an

increased abundance of Proteobacteria (Hasegawa et al.,

2015; Keshavarzian et al., 2015; Scheperjans et al., 2015; Unger

et al., 2016), remarkably similar to our results in mice. Whether

these specificmicrobes play a role in disease processes remains

unknown. Intriguingly, a recent study demonstrated alterations

in fecal SCFA ratios between patients and healthy controls,

including an elevated relative concentration of butyrate, possibly

A
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Figure 7. Microbiota from PD Patients Induce Increased aSyn-

Mediated Motor Deficits

(A–F) Time to cross a beam, time to descend the pole, time to remove nasal

adhesive, and hindlimb clasping reflex scores of mice humanized with mi-

crobiota from either PD patients or matched healthy controls.

(G) Compilation of all independent cohorts in each motor task: beam traversal,

pole descent, adhesive removal, and hindlimb clasping reflex score, grouped

by health status of fecal donor.

Animals were tested at 12–13 weeks of age. n = 3–6, error bars represent

the mean and standard error from 3 trials per animal. #0.05 < p < 0.1; *p %

0.05; **p % 0.01; ***p % 0.001; ****p % 0.0001. Abbreviations: HC, germ-

free mice colonized with fecal microbes from healthy controls; PD, germ-

free mice colonized with fecal microbes from Parkinson’s disease patients;

WT, wild-type; ASO, Thy1-a-synuclein genotype. See also Figure S7 and

Table S1.

Cell 167, 1469–1480, December 1, 2016 1477



implicating a role for SCFAs in PD (Unger et al., 2016). Accord-

ingly, we observe altered SCFA abundances in animals colo-

nized with PD donor-derived microbiota, and the discovery

that SCFAs are sufficient to generate aSyn-reactive microglia

in the brain is consistent with expansive literature showing that

altered microbial communities impact immune responses in

the gut and periphery (Hooper et al., 2012).

What causes dysbiosis in PD? Physiological functions in

affected individuals, such as altered intestinal absorption,

reduced gastric motility, or dietary habits, represent factors

that may change the microbiome. Epidemiological evidence

has linked specific pesticide exposure to the incidence of PD

(Ritz et al., 2016), with some pesticides known to impact micro-

biome configuration (Gao et al., 2016). Given the structure of

aSyn and its ability to associate with membranes (Jo et al.,

2000), it is tempting to speculate that extracellular aSyn may

act as an antimicrobial, similar to recent observations with amy-

loid beta (Kumar et al., 2016), and shape the PD microbiome.

Whether microbial community alterations are caused by

extrinsic or intrinsic factors, the PD microbiota may be missing

or reduced in protective microbes, harbor increased pathogenic

resident microbes, or both. In turn, dysbiosis will result in differ-

ential production of microbial molecules in the gut. Metabolites

produced by a deranged microbiota may enter the circulation

(or even the brain) and impact neurological function. Identifica-

tion of bacterial taxa or microbial metabolites that are altered

in PD may serve as disease biomarkers or even drug targets,

and interventions that correct dysbiosis may provide safe and

effective treatments to slow or halt the progression of often

debilitating motor symptoms.

Our findings establish that the microbiota are required for

the hallmark motor and GI dysfunction in a mouse model of

PD, via postnatal gut-brain signaling by microbial molecules

that impact neuroinflammation and aSyn aggregation. Coupled

with emerging research that has linked gut bacteria to disorders

such as anxiety, depression, and autism, we propose the pro-

vocative hypothesis that certain neurologic conditions that

have classically been studied as disorders of the brain may

also have etiologies in the gut.
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(2016). Microglia development follows a stepwise program to regulate brain

homeostasis. Science 353, aad8670.

Mayer, E.A., Padua, D., and Tillisch, K. (2014). Altered brain-gut axis in autism:

comorbidity or causative mechanisms? BioEssays 36, 933–939.

McDonald, D., Price, M.N., Goodrich, J., Nawrocki, E.P., DeSantis, T.Z.,

Probst, A., Andersen, G.L., Knight, R., and Hugenholtz, P. (2012). An improved

Greengenes taxonomy with explicit ranks for ecological and evolutionary ana-

lyses of bacteria and archaea. ISME J. 6, 610–618.

Minter, M.R., Zhang, C., Leone, V., Ringus, D.L., Zhang, X., Oyler-Castrillo, P.,

Musch, M.W., Liao, F., Ward, J.F., Holtzman, D.M., et al. (2016). Antibiotic-

induced perturbations in gut microbial diversity influences neuro-inflammation

and amyloidosis in a murine model of Alzheimer’s disease. Sci. Rep. 6, 30028.

Mitchell, R.W., On, N.H., Del Bigio, M.R., Miller, D.W., and Hatch, G.M. (2011).

Fatty acid transport protein expression in human brain and potential role in

fatty acid transport across human brain microvessel endothelial cells.

J. Neurochem. 117, 735–746.

Mogi, M., Harada, M., Kondo, T., Riederer, P., Inagaki, H., Minami, M., and Na-

gatsu, T. (1994a). Interleukin-1 beta, interleukin-6, epidermal growth factor and

transforming growth factor-alpha are elevated in the brain from parkinsonian

patients. Neurosci. Lett. 180, 147–150.

Cell 167, 1469–1480, December 1, 2016 1479

http://dx.doi.org/10.1289/ehp202
http://dx.doi.org/10.1289/ehp202


Mogi, M., Harada, M., Riederer, P., Narabayashi, H., Fujita, K., and Nagatsu, T.

(1994b). Tumor necrosis factor-alpha (TNF-alpha) increases both in the brain

and in the cerebrospinal fluid from parkinsonian patients. Neurosci. Lett.

165, 208–210.
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Schroeder, B.O., and Bäckhed, F. (2016). Signals from the gut microbiota to

distant organs in physiology and disease. Nat. Med. 22, 1079–1089.

Selkrig, J., Wong, P., Zhang, X., and Pettersson, S. (2014). Metabolic tinkering

by the gut microbiome: Implications for brain development and function. Gut

Microbes 5, 369–380.

Shannon, K.M., Keshavarzian, A., Dodiya, H.B., Jakate, S., and Kordower, J.H.

(2012). Is alpha-synuclein in the colon a biomarker for premotor Parkinson’s

disease? Evidence from 3 cases. Mov. Disord. 27, 716–719.

Sharon, G., Sampson, T.R., Geschwind, D.H., and Mazmanian, S.K. (2016).

The central nervous system and the gut microbiome. Cell 167, 915–932.

Smith, P.M., Howitt, M.R., Panikov, N., Michaud, M., Gallini, C.A., Bohlooly-Y,

M., Glickman, J.N., and Garrett, W.S. (2013). Themicrobial metabolites, short-

chain fatty acids, regulate colonic Treg cell homeostasis. Science 341,

569–573.

Soldner, F., Stelzer, Y., Shivalila, C.S., Abraham, B.J., Latourelle, J.C., Bar-

rasa, M.I., Goldmann, J., Myers, R.H., Young, R.A., and Jaenisch, R. (2016).

Parkinson-associated risk variant in distal enhancer of a-synuclein modulates

target gene expression. Nature 533, 95–99.

Sudo, N., Chida, Y., Aiba, Y., Sonoda, J., Oyama, N., Yu, X.N., Kubo, C., and

Koga, Y. (2004). Postnatal microbial colonization programs the hypothalamic-

pituitary-adrenal system for stress response in mice. J. Physiol. 558, 263–275.
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SUMMARY

Stem-cell-based therapies can potentially reverse
organ dysfunction and diseases, but the removal of
impaired tissue and activation of a program leading
to organ regeneration pose major challenges. In
mice, a 4-day fasting mimicking diet (FMD) induces
a stepwise expression of Sox17 and Pdx-1, followed
by Ngn3-driven generation of insulin-producing
b cells, resembling that observed during pancreatic
development. FMD cycles restore insulin secretion
and glucose homeostasis in both type 2 and type 1
diabetes mouse models. In human type 1 diabetes
pancreatic islets, fasting conditions reduce PKA
and mTOR activity and induce Sox2 and Ngn3
expression and insulin production. The effects of
the FMD are reversed by IGF-1 treatment and reca-
pitulated by PKA and mTOR inhibition. These results
indicate that a FMD promotes the reprogramming
of pancreatic cells to restore insulin generation in
islets from T1D patients and reverse both T1D and
T2D phenotypes in mouse models.

INTRODUCTION

The ability of animals to survive food deprivation is an adaptive

response accompanied by the atrophy of many tissues and

organs to minimize energy expenditure. This atrophy and its

reversal following the return to a normal diet involve stem-cell-

based regeneration in the hematopoietic and nervous systems

(Brandhorst et al., 2015; Cheng et al., 2014). However, whether

prolonged fasting and refeeding can also cause pancreatic

regeneration and/or cellular reprogramming leading to functional

lineage development is unknown. b cells residing in pancreatic

islets are among the most sensitive to nutrient availability.

Whereas type 1 and type 2 diabetes (T1D and T2D) are charac-

terized by b-cell dedifferentiation and trans-differentiation (Cnop

et al., 2005; Dor and Glaser, 2013; Talchai et al., 2012; Wang

et al., 2014), b-cell reprogramming, proliferation and/or stepwise

re-differentiation from pluripotent cells are proposed as thera-

peutic interventions (Baeyens et al., 2014; Chera et al., 2014;

Maehr et al., 2009; Pagliuca et al., 2014; Sneddon et al., 2012;

Zhou et al., 2008; Ben-Othman et al., 2017; Li et al., 2017), sug-

gesting that lineage conversion is critical in both diabetes path-

ogenesis and therapy (Weir et al., 2013).

Although dietary intervention with the potential to ameliorate

insulin resistance and type II diabetes has been studied exten-

sively for decades, whether this has the potential to promote a

lineage-reprogramming reminiscent of that achieved by iPSCs-

based engineering remains unknown. We previously showed

that cycles of prolonged fasting (2–3 days) can protect mice

and humans from toxicity associated with chemotherapy and

can promote hematopoietic stem-cell-dependent regeneration

(Cheng et al., 2014; Laviano and Rossi Fanelli, 2012; Raffaghello

et al., 2008). In consideration of the challenges and side effects

associated with prolonged fasting in humans, we developed

a low-calorie, low-protein and low-carbohydrate but high-fat

4-day fasting mimicking diet (FMD) that causes changes in the

levels of specific growth factors, glucose, and ketone bodies

similar to those caused by water-only fasting (Brandhorst

et al., 2015) (see also Figure S1 for metabolic cage studies).

Here, we examine whether cycles of the FMD are able to pro-

mote the generation of insulin-producing b cells and investigate

the mechanisms responsible for these effects.

RESULTS

Cycles of a FMD Rescue Mice from Late-Stage T2D
As a consequence of insulin resistance, the decrease in the

number of functional insulin-producing b cells contributes to

the pathophysiology of T2D by eventually leading to insulin defi-

ciency (Cnop et al., 2005; Dor and Glaser, 2013). Previously, we
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showed that a 4-day fasting mimicking diet (FMD) could induce

metabolic changes similar to those caused by prolonged fasting

and could reduce insulin and glucose levels while increasing ke-

tone bodies and igfbp1 (Brandhorst et al., 2015; Figure S1).

Although the role of periodic fasting and fasting mimicking diets

on insulin secretion is unknown, the effects of intermittent fasting

and chronic calorie restrictions (CR) on insulin sensitivity have

been previously reported (Barnosky et al., 2014). Here, our focus

is on the putative effects of the FMD in promoting b-cell regener-

ation, although we have also investigated the effects of the FMD

on insulin resistance.

Given that b cells replicate at an extremely low rate in the adult

pancreas (Meier et al., 2008; Teta et al., 2005) and that b-cell

neogenesis occurs rarely (Xiao et al., 2013), depletion of b cells

and the consequent loss of insulin secretion during late-stage

diabetes have often been considered conditions whose rever-

sals require islet and stem cell transplantation (Fiorina et al.,

2008; Kroon et al., 2008; Milanesi et al., 2012; Pipeleers et al.,

2002; Villani et al., 2014). To determine whether the FMD could

affect the b-cell deficiency associated with T2D, we studied its

effect on mice with a point mutation in the leptin receptor gene

(Leprdb/db), which causes insulin resistance in the early stages

and failure of b-cell function in the late stages. As reported by

others, db/db mice developed hyperglycemia at 10 weeks of

age, which we refer to as baseline (BL) (Figure 1A). The insulin

levels first increased to compensate for insulin resistance but

drastically declined after 2 weeks of severe hyperglycemia (Fig-

ures 1B and 1C) (Arakawa et al., 2001). As a result, db/db mice

began to die at around 4months of age.We attempted to reverse

these late-stage T2D phenotypes by treating 12-week-old mice

(14 days after the hyperglycemia stabilized, baseline) with

weekly cycles of the 4-day FMD (Figure 1A). FMD cycles caused

a major reduction and return to nearly normal levels of blood

glucose in db/db mice by day 60 (Figure 1B). The FMD cycles

also reversed the decline in insulin secretion at day 30 and

improved plasma insulin levels at day 90 (Figure 1C). A homeo-

stasis model assessment (HOMA) was performed to estimate

steady-state b-cell function (%B) and insulin sensitivity (%S),

as previously described (Hsu et al., 2013; Matthews et al.,

1985). The results indicate that the reversal of hyperglycemia

was mainly caused by an induction of steady-state b-cell func-

tion (%B) (Figure 1D). Nevertheless, mice receiving the FMD

showed improved glucose tolerance and insulin tolerance

compared to the ad libitum (AL) fed controls (Figure 1E). Notably,

although db/db mice on the FMD diet gained less weight

compared to those on the regular diet, they maintained a weight

that was �22% higher than that of their healthy wild-type (WT)

littermates during the entire experiment (Figure S2C). Altogether,

these results indicate that FMD cycles rescued mice from late-

stage T2D by restoring insulin secretion and reducing insulin

resistance, leading to amajor improvement in survival (Figure 1F,

*p < 0.05, log-rank test for trend).

Cycles of FMD Reverse b-Cell Failure in T2D
Dedifferentiation of b cells, which results in increased non-hor-

mone-producing cells within pancreatic islets, is a feature of dia-

betic b-cell failure (Dor and Glaser, 2013; Kim-Muller et al., 2014;

Talchai et al., 2012). Similar to what was previously reported

by others, we found an increase in cells producing neither insulin

nor glucagon (i.e., non-a/b) and a decrease in b-cell number in

pancreatic islets of late-stage T2D mice, but not in age-matched

WT controls (Figures 1G and S2, db/db BL compared toWT/AL).

We also found that b-cell proliferation was low in the late stage of

the disease (Figure 1H, AL day 60 compared to BL). Whereas db/

dbmice fed ad libitum (db/db:AL) showed a 60%–80% reduction

in b-cell count at day 60, db/db mice receiving FMD cycles (db/

db:FMD) displayed a major improvement in the number and pro-

liferation of insulin-generating b cells (comparing db/db BL, Fig-

ures 1G-1I). Pancreatic islets collected from db/db mice treated

with FMD cycles (day 60) displayed increased glucose-stimu-

lated insulin secretion (GSIS), compared to that of islets from

db/db:AL mice (Figure 1J). We also determined that a longer

exposure time (time point 120) was necessary to distinguish be-

tween the functionality of islets from db/db:AL and db/db:FMD

group mice (Figure 1J). Overall, these results suggest that, in

addition to improving insulin sensitivity, FMD induced b-cell

regeneration to reverse b-cell loss, which may alleviate late-

stage T2D symptoms and mortality.

Figure 1. FMD Cycles Promote b-Cell Regeneration and Reverse b-Cell Failure in T2D
(A) Experimental scheme to determine effects of the periodic FMD on T2D in the leptin-receptor-deficient (Leprdb/db) mice. Mice were monitored for hypergly-

cemia and insulinemia from 10 weeks (baseline, BL) to 12 weeks and were then assigned to the dietary groups. Each FMD cycle entails 4-day FMD and up to

10 days of refeeding (RF). During refeeding, mice received a regular chow identical to that given prior to the FMD and that given to the ad libitum (AL) controls.

(B) Plasma glucose levels and (C) plasma insulin levels; vertical dashed lines indicate each cycle of the FMD, and horizontal lines indicate the range of glucose

levels (mean ± SEM) in age-matched healthy wild-type littermates. Blood samples were collected at the last refeeding day/first day of the indicated cycles. Mice

were fasted for 6 hr (morning fasting) for blood glucose measurements.

(D) Homeostatic model assessment (HOMA) of insulin resistance (IR) and steady-state b-cell function (%B) at indicated time points. HOMA-B = (20 3 fasting

insulin)/(fasting glucose – 3.5)%.

(E) Glucose tolerance test and insulin tolerance test at day 60.

(B–E) Each point represents the mean ± SEM. *p < 0.05, **p < 0.01, ***p < 0.005, two-way ANOVA.

(F) Survival curve. Mean ± SEM,*p < 0.05, log-rank (Mantel-Cox) test for trend. n R 16 mice per group.

(G) Proportion of b cells per islet. n R 6 mice per group, n R 15 islets per sample.

(H) Proliferative proportion of b cells per islet.

(G–I) Mean ± SEM,*p < 0.05, **p < 0.01, ***p < 0.005, one-way ANOVA. n R 6 mice per group, n R 15 islets per sample.

(I) Immunostaining of pancreatic sections from Leprdb/db mice and their wild-type littermates at the indicated time points. Arrow in the 83-enlarged example

image indicates a typical proliferative b cell (PCNA+Insulin+). Scale bar, 50 mm.

(J) Representative images for size-matched islets isolated from AL-dbdb and FMD-dbdb mice and results of glucose-stimulated insulin secretion (GSIS) test in

islets isolated from Leprdb/db mice on FMD or fed ad libitum. Scale bar, 50 mm.

Mice are of the C57BL/6J background of the age indicated. In (A), mice received no additional treatments other than the indicated diet.
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FMD Cycles Restore Insulin-Dependent Glucose
Homeostasis in STZ-Induced T1D
To examine further the role of FMD cycles in stimulating b-cell

regeneration, we applied FMD cycles on a T1D model in which

high-dose streptozotocin (STZ) treatment causes the depletion

of insulin-secreting b cells (Wu and Huan, 2008; Yin et al.,

2006). Starting 5 days after STZ treatment, which we refer to as

baseline (STZ BL), hyperglycemia (>300 mg/dl) was observed in

both mice fed AL and those subjected to multiple cycles of the

4-day FMD every 7 days (4 days of FMD followed by 3 days of

re-feeding, every 7 days per cycle) (Figures 2A and 2B). Levels

of blood glucose continued to increase in STZ-treated mice

receiving the AL diet and reached levels above 450 mg/dl at

both days 30 and 50. On the other hand, in mice receiving FMD

cycles, hyperglycemia and insulin deficiency were both signifi-

cantly alleviated on day 30 (Figure 2B, sample size indicated in

parentheses). Remarkably, the levels of these physiological pa-

rameters returned to a nearly normal range at days 50–60 after

the FMD cycles (Figures 2B and 2C, sample size indicated in

parentheses). Intraperitoneal glucose tolerance tests (IPGTTs)

at day 50 confirmed that STZ-treated mice undergoing the

FMD cycles have improved capacity to clear exogenous blood

glucose (STZ+ FMD), compared to mice on the regular chow

(STZ) (Figure 2D).

Levels of certain circulating cytokines have been used as indi-

cators to determine islet pathological status in patients with

recent-onset T1D (Baeyens et al., 2014; Grunnet et al., 2009;

Lebastchi and Herold, 2012). We performed a 23-plex immuno-

assay to determine the effects of the FMD on inflammatory

markers. We found that FMD cycles not only suppressed the

circulating cytokines associated with b-cell damage (e.g.,

TNFa and IL-12), but also increased circulating cytokines asso-

ciated with b-cell regeneration (e.g., IL-2 and IL-10) (Figure 2E,

day 30) (Dirice et al., 2014; Rabinovitch, 1998; Zhernakova

et al., 2006).

Taken together, these results indicate that FMD cycles reduce

inflammation and promote changes in the levels of cytokines and

other proteins, which may be beneficial for the restoration of in-

sulin secretion and the reversal of hyperglycemia.

FMD Cycles Reverse STZ-Induced b-Cell Depletion
The characterization of pancreatic islet cells indicates a strong

association between restored glucose homeostasis and the

replenishment of pancreatic b cells in animals undergoing

FMD cycles. STZ treatments resulted in an increase of non-a/b

cells (Figure S3) and an �85% depletion of insulin-secreting

b cells (Figure 2F, STZ BL). The transient increase of non-a/b

cells was reversed by day 30 in both groups (Figures S2D and

S2E). Mice receiving weekly cycles of the FMD showed a major

increase in proliferative b cells followed by a return to a nearly

normal level of insulin-generating b cells by d50 (Figures 2F–

2H). In contrast, mice that received ad libitum access to regular

chow remained depleted of b cells for >50 days (Figures 2F and

2H). Overall, the increase of non-a/b prior to b-cell proliferation

raises the possibility that weekly cycle of the FMDmight mediate

the fate conversion of non-a/b cells to b cells to reverse the

STZ-induced b-cell depletion, although other scenarios are

possible.

FMD and Post-FMD Re-feeding Promote b-Cell
Regeneration in Non-diabetic Mice
We investigated whether and how the FMD and the post-FMD

re-feeding period could regulate the cell populations within the

islets to promote b-cell regeneration independently of diabetes,

with a focus on the non-a/b cells and proliferative b cells. To

characterize cellular and hormonal changes, pancreatic samples

and peripheral blood of wild-type C57Bl6 mice fed with the FMD

for 4 days were collected before the diet (BL), at the end of the

diet (day 4), and 1 or 3 days after mice returned to the normal

diet (RF1d or RF3d). The FMD caused a trend of decrease in

the number and size of pancreatic islets (Figure 3A) and reduced

the proportion of b cells by 35% (Figures 3B and 3C; see also

Figure S4 for absolute numbers). These effects were reversed

within 3 days of re-feeding (Figures 3A and 3C). Non-a/b cells

began to proliferate at the end of the FMD, and this proliferation

persisted until 1 day after re-feeding (RF1d), leading to a 2.5-fold

increase in non-a/b cells (proportion per islet) at RF1d (Figure S4).

By RF3d, the number of non-a/b cells had dropped and that of

b cells returned to basal levels (BL), although b cells remained

in a much more proliferative state in the FMD group (Figure 3B

and 3C). The expression of the proliferation marker PCNA was

elevated in b cells, but not a cells, after re-feeding post FMD (Fig-

ures 3B and 3C and S4). Despite the number of a cells per islet

remaining the same, the transitional a-to-b or b-to-a cells that

co-express both a (i.e., glucagon) and b cell (i.e., Pdx-1 or insulin)

markers were increased in mice that received the FMD (Fig-

ure 3D). In summary, the FMD promotes a decrease in the

numbers of differentiated or committed cells, followed by the in-

duction of transitional cells and major increases in the prolifera-

tion and number of insulin-generating b cells (Figure 3E).

Figure 2. FMD Cycles Reverse STZ-Induced b-Cell Depletion and Restore Glucose Homeostasis

(A) Experimental scheme of the periodic FMD’s effects on STZ-induced T1D. Baseline measurements (BL) were performed at day 5 after STZ treatment.

(B) Fasting glucose levels and (C) plasma insulin levels during and 55 days after the FMD cycles (d5 to d35). Vertical dashed lines indicate each cycle of FMD;

horizontal lines (125 ± 12 mg/dl) indicate levels of blood glucose in the naive control mice.

(D) Glucose tolerance test at d50.

(E) Cytokine profile of mice treated with STZ or STZ+FMD at d30, compared to that in naive controls.

Pancreatic samples collected at indicated time points were analyzed for:

(F) PCNA+ proliferating b cells.

(G) Proportion of insulin-producing b cells per islet and (H) representative micrographs with immunostaining of insulin, glucagon, and DAPI on pancreas sections

of mice treated with STZ or STZ + FMD at the indicated time points. Scale bar, 50 mm.

Mice of the C57BL/6J background, age 3–6 months, received STZ treatments (150 mg/kg) as indicated in (A). For (B-G), each point represents the mean ± SEM,

and sample size (n) is indicated in parentheses. (F andG) *p < 0.05, **p < 0.01, ***p < 0.005, one-way ANOVA. Ctrl, STZ-untreated control; STZ BL, baseline level of

STZ treated mice at day 5. n R 6 mice per group per time point, n R 15 islets per mouse.
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Figure 3. FMD and Post-FMD Refeeding Promote b-Cell Proliferation and Regeneration

(A) Size and number of pancreatic islets per pancreatic section.

(B) Proportion of PCNA+ proliferating b cells and of total b cells per islet.

(C) Representative images of pancreatic islets with insulin, glucagon, and PCNA immuno-staining. Scale bar, 50 mm.

(legend continued on next page)
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FMD Promotes a Gene Expression Profile in Adult Mice
Similar to that Observed during Embryonic and Fetal
Development
To identify the genes that may mediate the FMD-induced

pancreatic regeneration, we measured gene expression in

pancreatic islets at the end of the FMD and post-FMD re-

feeding. At both time points, we observed a transient upregula-

tion of Foxo1 (6.9-fold at FMD, 5.3-fold at RF1d, *p < 0.05

comparing to AL) and of a set of genes that have been previ-

ously identified as dual regulators for both fat metabolism

and fate determination in mammalian cells (Cook et al., 2015;

Haeusler et al., 2014; Johnson et al., 2004; Kim-Muller et al.,

2014; Mu et al., 2006; Stanger, 2008; Talchai et al., 2012; Tal-

chai and Accili, 2015; Tonne et al., 2013) (Figure 4A), in agree-

ment with the metabolic changes found in mice receiving the

FMD (Figure S1). We further examined whether the metabolic

reprogramming caused by the FMD affects lineage determina-

tion in pancreatic islets. In Figure 4B, the expression of lineage

markers was determined by the mRNA expression of purified

islets from mice fed ad libitum (AL) or the FMD. Results from

the qPCR array indicate that upregulation of the following

genes was statistically significant (*p < 0.05 comparing to AL,

Figure 4B; see also Figure S5): (1) pluripotency markers (e.g.,

Lefty1, 3.0-fold during FMD, 7.0-fold at RF1d; Podx1, 3.9-fold

during FMD, 9.8-fold at RF1d; Nanog, 2.6-fold during FMD

and 5.4-fold RF1d, and Dnmt3b, 31.6-fold during FMD and

18.3-fold RF1d), (2) embryonic development markers (e.g.,

Sox17, 3.4-fold during FMD and Gata6 3.1-fold during FMD

and 2.7-fold at RF1d), (3) pancreatic fetal-stage markers,

and (4) b-cell reprogramming markers (e.g., Mafa, 4.7-fold at

RF1d; Pdx-1 3-fold during FMD, 5.07-fold at RF1d; and

Ngn3, 21.5-fold during FMD, 45.6-fold at RF1d) (Figure 4B;

Zhou et al., 2008). These changes in gene expression suggest

that the FMD causes either: (1) a de-differentiation of pancre-

atic cells toward pluripotency at the end of the diet followed

by re-differentiation to pancreatic b-cell lineage during early

re-feeding (RF1d) or (2) recruitment of cells with these features

from outside of the pancreatic islets. The assessment of protein

expression of cells within the islets was also carried out by

immunostaining for key proteins associated with pancreatic

development (Figures 4C and 4D). In agreement with the results

of qPCR array (Figure 4B), we found that protein levels of

Sox17, as the early lineage marker, were elevated at the

end of the FMD (FMD-4d) and protein levels of Ngn3, a marker

for endocrine progenitors, were transiently upregulated during

early re-feeding (FMD-4d to RF1d) (Figure 4C).

To determine whether stepwise b-cell conversion from the de-

differentiated cells occurs during early refeeding, we performed

double-staining for the targeted developmental markers (i.e.,

Sox17, Pdx-1, Ngn3) across the time points of FMD treatment.

We also measured the expression of Oct4 (Pou5f1), which has

been previously reported to be expressed in the nucleus of adult

pancreatic islets in association with Foxo-1-related diabetic

b-cell dedifferentiation (Talchai et al., 2012; Xiao et al., 2013).

Oct4 (Pou5f1) mRNA expression showed a trend for an increase

in mice on the FMD, which is not significant (Figure 4C, p > 0.05).

Results of immunostaining indicate that Oct4 (Pou5f1) and

Sox17 may only be co-expressed very transiently after overnight

re-feeding (Figure S5B, RF12hr) followed by robust expansion of

Sox17+Pdx1+ and then Pdx1+Ngn3+ cells at RF1d (Figure 4D and

see also Figure S5B for all time points). Although Ngn3+ cells

were also detectable in AL mice, they were mainly located

outside or on the edge of the islets, in agreement with what

was reported in previous studies (Baeyens et al., 2014; Gomez

et al., 2015; Figure 4D). The number of Ngn3+ cells was

increased both inside and outside of the islets during the FMD

and re-feeding (Figure 4D).

These results suggest that, as a result of the FMD and re-

feeding cycle, the pancreatic islets contain an elevated number

of cells with features of progenitor cells, which may differentiate

and generate insulin-producing cells.

FMD Induces Ngn3 Expression to Generate Insulin-
Producing b Cells
Ngn3+ cells within the pancreatic islets have been previously

described as progenitor cells able to generate all lineages of

endocrine cells, including the insulin-producing b cells, although

the role of Ngn3 in adult b-cell regeneration remains unclear

(Baeyens et al., 2014; Van de Casteele et al., 2013; Xu et al.,

2008). To investigate whether the FMD causes de novo

expression of Ngn3 and whether Ngn3+ cells may contribute

to FMD-induced b-cell regeneration, we generated Ngn3-

CreER;tdTomatoLSL-reporter mice to trace the lineage of puta-

tive Ngn3-expressing cells and their progeny in the adult mice

treated with the FMD (Figure 5A). To initiate the loxP recombina-

tion for lineage tracing, low-dose tamoxifen injections (2 mg per

day for 3 days) inducing the recombination (maximized at 48 hr

and minimized within a week) were given to mice before or after

the FMD and to mice fed ad libitum (AL control) (Figure 5A). Tis-

sue collection time points are relative to the time of injection and

to that of FMD treatments (Figure 5A). Results indicate that

the FMD induces the expansion of the Ngn3-derived lineages

(Figure 5B and 5C). Characterization of tdTomato+ cells by

immunostaining indicates that tdTomato+ cells contributed

50.8% ± 8.3% of the overall b-cell pool following the FMD (Fig-

ure 5C, group C).

To confirm the contribution of FMD-induced Ngn3 lineages in

reconstituting insulin-secreting b cells, we generated another

mouse model (Ngn3-CreER/LSL-R26RDTA) and performed line-

age-ablation experiments in both wild-type non-diabetic mice

(D) Transitional cell populations co-expressing both the markers of a and b cells: proportion of a cells and Pdx1+a cells. Arrows in the images with split channels

indicating Pdx1+Gluc+ and Insulin+Glucagon+ cells. Scale bar, 50 mm.

(E) Schematic of FMD and post-FMD refeeding induced cellular changes in pancreatic islets.

Mice of the C57BL/6J background at ages 3–6 months received no additional treatments other than the indicated diet. Pancreatic samples were collected from

mice fed ad libitum (AL) or the fasting mimicking diet (FMD) at indicated time points: the end of the 4d FMD (FMD), 1 day after re-feeding (RF1d), and 3 days after

re-feeding (RF3d). For immunohistochemical and morphometric analysis (A–E): n R 6 mice per group, n R 30 islets per staining per time point. Mean ±

SEM,*p < 0.05, **p < 0.01, ***p < 0.005, one-way ANOVA. Ϯp < 0.05, t test.
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and STZ-treated mice (Figure 5D). The results indicate that abla-

tion of Ngn3+ lineage reverses FMD-induced b-cell regeneration

and its effects on fasting glucose levels (Figures 5E and 5F and

S5) and glucose clearance capacities (IPGTT assay) in STZ-

treated diabetic mice (Figure 5G), confirming that the FMD-

induced b-cell regeneration is Ngn3 dependent and suggesting

a critical role for this in glucose homeostasis.

Fasting Conditions or Inhibition of Nutrient-Signaling
Pathways Promote Ngn3 Expression and Insulin
Production in Human Pancreatic Cells
In bothmouse and humans, Ngn3 expression occurs right before

and during endocrine cell generation. Ngn3 mRNA expression in

the developing mouse pancreas peaks around E15.5, which is

roughly equivalent to week 7–8 (Carnegie stages 21–22) in
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Figure 4. FMD Promotes Expression of Genes in Pancreatic Islets Characteristic of Embryonic and Fetal Development

(A) mRNA expression profile indicating changes in metabolic genes in pancreatic islets and (B) mRNA expression profile indicating changes in lineage markers in

pancreatic islets at the end of 4 days FMD (FMD) and 1 day after refeeding (RF1d), comparing the ad libitum (AL) control. *p < 0.05, t test. Heatmap generated by

QIAGEN RT2 PCR array indicating a fold regulation ranging from 77 (max, red) to �4 (min, green).

(C) Quantification of protein-expressing cells of lineage markers in pancreatic islets frommice fed AL or on FMD at indicated time points. Protein expression was

defined as a marker + area/total islet area. See also Figure S5B. *p < 0.05, **p < 0.01, ***p < 0.005. t test comparing to AL control.

(D) Representative images of immunofluorescent staining indicating stepwise transition of Sox17/Pdx1 and Pdx1/Ngn3. Scale bar, 50 mm.

Mice of the C57Bl6J background at ages 3–6 months received no additional treatments other than the indicated diet. Pancreatic samples were collected from

mice fed ad libitum (AL) or on the FMD at indicated time points: the end of 4 days FMD (FMD), 1 day after re-feeding (RF1d), and 3 days after re-feeding (RF3d).

n = 6 mice per group, R 30 islets per marker.
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human development. Expression of Ngn3 in adult mouse islets,

although rare, has been demonstrated by rigorous lineage re-

porter analysis (Wang et al., 2009). In agreement with results

from others, our data (Figures 5 and S5) indicate that Ngn3+ cells

in adult pancreas islets are important for b-cell regeneration in

mice. On the other hand, the role of Ngn3 in human islet

Figure 5. FMD Promotes Ngn3-Dependent Lineage Reprogramming to Generate Insulin-Producing b Cells

(A) Genetic strategy used to perform lineage tracing (tdTomato) of NGN3-expressing cells in pancreas and schematic timeline of tamoxifen (TAM) treatments for

lineage-tracing experiments. (A) Mice fed ad libitum were treated with TAM. (B) Mice receiving FMD 3 days after TAM injection. (C) Mice receiving TAM and FMD

concurrently. (D) Mice receiving FMD and vehicle (corn oil) concurrently. Pancreatic tissues were collected 11 days after TAM injection to analyze the effects of

FMD on Ngn3 lineage generation. Tdtomato+ cells (red, arrows) are Ngn3-derived cells; n = 6 for each group.

(B) Representative images of the labeled Ngn3 lineage cells (red, tdTomato) and insulin-producing b cells (green, Ins) at the indicated time points in pancreatic

islets. (Left) Scale bar, 200 mm; (right) scale bar, 100 mm.

(C) Quantification of total tdTomato-labeled Ngn3 lineage cells per islet (top) and proportion of labeled insulin-producing b cells (ins+tdTomato+) (bottom).Mean±

SEM, **p < 0.01, ***p < 0.005, t test.

(D) Genetic strategy used to perform diphtheria toxin gene A chain (DTA)-mediated Ngn3-lineage ablation in pancreas and schematic time line of tamoxifen (TAM)

treatments for lineage ablation experiments (left) and results of glucose homeostasis (right). Micewere injectedwith TAMprior to and after the FMD to ablate Ngn3

lineage developed and/or expanded during FMD and early refeeding (RF3d). Alternatively, mice were given additional STZ injection and then assigned to the

indicated dietary groups (i.e., AL+STZ or FMD+STZ), to analyze the contribution of FMD-induced b -cell conversion to glucose homeostasis.

(E) Representative images of pancreatic islets with insulin and Pdx1 immunostaining for b cells, DAPI for nuclei. See also Figure S5 for the images of vehicle

controls. Scale bar, 50 mm.

(F) Quantification of insulin-producing b cells from Ngn3-lineage ablated mice of indicated groups. Mean ± SEM, *p < 0.05, **p < 0.01 t test, (top) paired t test

(bottom). n = 6 for TAM and STZ, n = 3 for vehicle controls.

(G) Glucose levels in homeostasis and intraperitoneal glucose tolerance tests (IPGTTs) for the indicated groups. Mean ± SEM, **p < 0.01 t test, (top) paired t test

(bottom). n = 6 for TAM and STZ, n = 3 for vehicle controls.

(A–C) Mice of ICR and B6;129S6 mixed background at ages 3–6 months received the diet and/or STZ treatments indicated in (A).

(D–G) Mice of ICR and B6;129S6 mixed background at ages 3–6 months received the diet and/or STZ treatments indicated in (D).
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development and b-cell regeneration in adulthood remains

poorly understood (McKnight et al., 2010).

To investigate how the fasting mimicking conditions affect

Ngn3 expression and b-cell function in human pancreatic cells,

we performed ex vivo experiments using primary human pancre-

atic islets (Figure 6A). Briefly, the pancreatic islets from healthy

and T1D subjects (HI and T1DI, respectively) were cultured ac-

cording to the manufacturer’s instructions. The cultured islets

were then treated with serum from subjects enrolled in a clinical

trial testing the effects of a low-protein and low-calorie FMD last-

ing 5 days (NCT02158897). Serum samples were collected at

baseline and at day 5 of the fasting mimicking diet in five sub-

jects. We then measured IGF-1, glucose, and ketone bodies

and treated human pancreatic islets with the subject-derived

serum (Figure 6B and Table S1). In both healthy islets and T1D

islets exposed to the serum of FMD-treated subjects, we

observed a trend for glucose-dependent induction in the expres-

sion of Sox2 and Ngn3 (Figure S6A).

We then applied the low-glucose and low-serum fasting

mimicking medium (STS) to the cultured pancreatic islets and

found that it significantly stimulated the secretion of insulin in

both HI and T1DI (Figure 6C). We further investigated the expres-

sion of lineage-reprogramming markers, which we found to be

upregulated in mice as a result of the FMD-treatment (i.e.,

Nanog, Sox17, Sox2, Ngn3, and Ins). The results indicate that

the fasting mimicking conditions had strong effects in inducing

the expression of Sox2, Ngn3, and insulin in human pancreatic

islets from healthy (healthy islets, HI) and T1D subjects (T1D is-

lets, T1DI) (Figures 6D–6F). In cells from normal human subjects,

these effects were reversed by IGF-1 treatment (Figure 6G).

Notably, in human T1D cells, IGF-1 reversed the increased

insulin and Sox 2 gene expression, but not that of Ngn3 expres-

sion caused by the STS medium (Figure 6G versus Figures 6D

and 6E). Future studies are warranted to further investigate the

role of circulating IGF-1 in the expression of lineage-reprogram-

ming markers and pancreatic islet cells regeneration in vivo.

In both healthy and T1D human islets, STS medium signifi-

cantly reduced the activity of PKA, an effect reversed by IGF-1

treatment (Figure 6H). It also dampened the activity of mTOR,

which is a key mediator of amino acid signaling (Figure 6I). To

further investigate the role of these nutrient-sensing signaling

pathways in regulating the expression of lineage markers (i.e.,

Sox2 and Ngn3), we tested the role of the mTOR-S6K and PKA

pathways, which function downstream of IGF-1, in the reprog-

ramming of pancreatic cells. Human pancreatic islets cultured

in standard medium were treated with rapamycin, which inhibits

mTOR, and H89, which inhibits PKA. mTOR and PKA were impli-

cated by our group and others in the regeneration of other cell

types (Cheng et al., 2014; Yilmaz et al., 2012). We found that,

in human islets from T1D subjects (T1DI), expression of the

essential lineage markers Sox2 and Ngn3 was not induced by in-

hibition of either mTOR or PKA but was significantly induced

when both mTOR and PKA were inhibited (Figures 6J and 6K).

Interestingly, the constitutive mTOR, but not PKA, activity is

trending higher in HI compared to T1D1 cells (Figure 6I, lane 1

for both sets for mTOR activity and Figure 6H for PKA activity),

which may explain the overall differences between HI and T1DI

in Sox2 and Ngn3 expression shown in Figure 6J. Taken

together, these results indicate that fasting cycles may be effec-

tive in promoting lineage reprogramming and insulin generation

in pancreatic islet cells, in part by reducing IGF-1 and inhibiting

both mTOR and PKA signaling. Pancreatic cells from T1D sub-

jects displayed constitutively elevated activity of mTOR-S6K

and PKA, which points to the potential for inhibitors of both path-

ways in the induction of Ngn3-mediated lineage reprogramming.

These results raise the possibility that the effect of the FMD on

pancreatic regeneration in T1D subjects could be mimicked or

enhanced by pharmacological inhibition of these pathways.

DISCUSSION

During mouse development, at embryonic day E8.5, pancreatic

progenitor cells co-express the SRY-related HMG-box transcrip-

tion factorSox17and thehomeodomain transcription factorPdx1.

These multipotent pancreatic progenitors are then converted into

bipotent epithelial cells that generate duct cells or a transient pop-

ulation of endocrine precursor cells expressing the bHLH factor

Neurogenin3 (Ngn3). Ngn3+ endocrine precursors give rise to all

of the principal islet endocrine cells, including glucagon+ a cells

and insulin+ b cells (Arnes et al., 2012). In mice, expression of

Ngn3 in the developing pancreas is transient, detectable between

E11.5 andE18 (Arnes et al., 2012).Whether developmental genes,

including Sox17, Pdx-1, andNgn3, could be activated to generate

functional b cells in adults was previously unknown.

Bothcell-based therapyand theuseof cytokinesandhormones

that stimulate b-cell self-replication have the potential to restore

insulin-producing b cells in diabetic patients (Dirice et al., 2014).

However, despite some success with transplantation-based

Figure 6. Ngn3 Expression and Insulin-Production in Human Pancreatic Islets in Response to Fasting Conditions

(A) Experimental scheme for fasting conditioning treatments on human pancreatic islet. Pancreatic islets from healthy human subjects (HI) or from T1D subjects

(T1DI) were cultured separately based on manufacturer’s instructions and were then exposed to fasting conditions (i.e., STS medium, mTOR and PKA inhibitors,

and PKA siRNA) or control medium for 36 hr.

(B) Levels of hIGF-1, glucose, insulin, and ketone bodies in the serum from human subjects prior to (baseline) and after receiving the FMD (FMD). n = 5 per group.

(C) Insulin secretion capacity of HI and T1DI pre-treated with short-term starvation (STS)-conditioned medium (2% FBS and 0.5 g/L glucose) and then induced

with 25 mM glucose, compared to that of islets cultured in standard medium (STD). n = 3 per group.

(D) Sox2 and (E) Ngn3 expression in HI and T1DI pre-treated with STS-conditioned medium with or without administration of IGF-1 (40 ng/ml). n = 6 per group.

(F) Immunostaining for Ngn3 protein expression in HI and T1DI. n = 5 per group. Scale bar, 100 mm.

(G) Insulin gene expression, (H) PKA activity, and (I) mTOR activity in HI and T1DI pretreated with STS-conditionedmediumwith or without administration of IGF-1

(40 ng/ml); phosphorylated versus total p70S6K ratio was used as an indicator of mTOR activity, which was normalized to the levels of STD (standard medium);

n = 6 per group.

(J and K) expression of lineage markers (Sox2 and Ngn3) in HI and T1DI treated with inhibitors dampening IGF-1 signaling; rapamycin, mTOR inhibitor; H89, PKA

inhibitor and PKA siRNA. Mean ± SEM,*p < 0.05, **p < 0.01, ***p < 0.005, unpaired t test.
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therapy, the short supply of donor pancreata plus the inefficient

conversion of stem cells into specialized derivatives have repre-

sented obstacles for clinical application, suggesting that a suc-

cessful b-cell regenerationmight depend on the coordinated acti-

vation and re-programming of endogenous progenitors (Blum

et al., 2014; Sneddon et al., 2012; Wang et al., 2009; Xiao et al.,

2013). Recently, this in vivo lineage reprogrammingor trans-differ-

entiation has become an emerging strategy to regenerate b cells

(Cohen and Melton, 2011; Heinrich et al., 2015; Abad et al.,

2013; Xu et al., 2015).

In this study, we discovered that a low-protein and low-sugar

fasting mimicking diet (FMD) causes a temporary reduction in

b-cell number followed by its return to normal levels after

re-feeding, suggesting an in vivo lineage reprogramming. We

show that the severe hyperglycemia and insulinemia in both

the late-stage Leprdb/db T2 and the STZ-treated T1 mouse dia-

betes models were associated with severe b-cell deficiency in

pancreatic islets. Six to eight cycles of the FMD and re-feeding

were required to restore the b-cell mass and insulin secretion

function and to return the 6-hr-fasting blood glucose to nearly

normal levels. In non-diabetic wild-type mice, the portion of

b cells per islet, as well as the total number of b cells per

pancreas, were reduced at the end of a 4-day FMD, but their

normal level was completely restored within 3–5 days post re-

feeding. Also, insulin and blood glucose levels were reduced

by 70% or more at the end of the FMD period but returned to

normal levels within 24–36 hr of re-feeding. Interestingly, in dia-

betic mice, the majority of cells residing in the islets expressed

neither insulin nor glucagon (i.e., non-a/b). This phenotype was

also found in non-diabetic wild-type mice during the FMD and

was accompanied by an increase of other transitional cell types

(i.e., Pdx1+Glucagon+ cells and Insulin+glucagon+) followed by

significant b-cell regeneration upon re-feeding. This suggests

that the FMD alters the gene expression profile that normally

suppresses the generation of b cells. More importantly, these

results suggest that dietary-induced lineage conversion occur-

ring prior to the b-cell proliferation may play an important role

in b-cell regeneration across the diabetic and non-diabetic

mouse models. One possibility is that glucagon and insulin

expression are transiently suppressed in a and b cells during

the FMD, followed by lineage reprograming in committed cells.

Another possibility is that the FMD may cause cell death and

then stimulate progenitor or other cells to regenerate b cells.

The FMD reversed the dedifferentiated expression profile for a

number of genes associated with maturity-onset diabetes of the

young (MODY) and regulated by Foxo1 (Kim-Muller et al., 2014).

The FMD appears to cause pancreatic islets to first increase

the expression of Foxo1 and its transcriptional targets, then

induce transitionally the expression of the progenitor cell

marker Ngn3+ upon re-feeding, leading to b-cell regeneration.

We conclude that, together with the changes in a wide range of

cytokines associated with b-cell regeneration, FMD and post-

FMD re-feeding generate the complex and highly coordinated

conditions that promote the generation of stable insulin-produc-

ing b-cells to reverse severe b-cell depletion. The key changes

priming pancreatic islet cells for regeneration during the FMD

appear to be the reduction of IGF-1 levels and the consequent

downregulation of PKA and mTor activity, in agreement with

the role for these pathways in hematopoietic (Cheng et al.,

2014) and intestinal stem-cell self-renewal (Yilmaz et al., 2012).

It was proposed that transient de-differentiation of b cells may

play a role in their in vivo dynamics (Kim-Muller et al., 2014;Wein-

berg et al., 2007). The capacity of these de-differentiated cells to

re-differentiate fundamentally changes the therapeutic potential

of existing cells in promoting b-cell regeneration and reversing

T1D symptoms (Blum et al., 2014; Wang et al., 2014). Thus, our

study provides an example of a potent and coordinated dietary

regulation of cell-fate determination with the potential to serve

as a therapeutic intervention to treat diabetes and other degen-

erative diseases. Our preliminary results from a pilot clinical trial

also indicate that the use of periodic cycles of a prolonged FMD

is feasible and ready to be tested in large randomized clinical tri-

als for effects on both insulin resistance and pancreatic b-cell

regeneration for the treatment of both T1D and T2D.
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SUMMARY

The transcription-related DNA damage response was
analyzed on a genome-wide scale with great spatial
and temporal resolution. Upon UV irradiation, a slow-
down of transcript elongation and restriction of gene
activity to the promoter-proximal�25 kb is observed.
This is associated with a shift from expression of long
mRNAs to shorter isoforms, incorporating alternative
last exons (ALEs) that are more proximal to the
transcription start site. Notably, this includes a shift
from a protein-coding ASCC3 mRNA to a shorter
ALE isoform of which the RNA, rather than an
encoded protein, is critical for the eventual recovery
of transcription. The non-coding ASCC3 isoform
counteracts the function of the protein-coding iso-
form, indicating crosstalk between them. Thus, the
ASCC3 gene expresses both coding and non-coding
transcript isoformswith opposite effects on transcrip-
tion recovery after UV-induced DNA damage.

INTRODUCTION

The efficient production and correct processing of nascent RNA

polymerase II transcripts is essential for life. Factors that affect

transcription and mRNA splicing, including DNA damaging

agents, can thus have a dramatic effect on gene expression

and cell viability. Indeed, bulky DNA lesions such as those gener-

ated by UV irradiation trigger rapid shutdown of RNA synthesis

(Mayne and Lehmann, 1982; Rockx et al., 2000). They also elicit

transcription-coupled repair (Gaillard and Aguilera, 2013), and,

as a last resort, ubiquitylation and degradation of damage-

stalled RNA polymerase II (RNAPII) (Wilson et al., 2013).

Although both transcriptional initiation and elongation are

affected by UV irradiation (Rockx et al., 2000; Proietti-De-Santis

et al., 2006; Andrade-Lima et al., 2015), the extent, mechanism

and functional consequence of the changes occurring in these

processes remain poorly understood. UV irradiation induces

global changes to RNAPII phosphorylation (Rockx et al., 2000),

altered binding of TATA-binding protein to DNA (Vichi et al.,

1997), and modifications to chromatin (Adam et al., 2013; Dinant

et al., 2013), underscoring the complexity of the transcription-

related DNA damage response. Moreover, transcription-repair

coupling factor Cockayne syndrome B (CSB) is required not

only for DNA repair, but also for transcription restart after DNA

damage (Proietti-De-Santis et al., 2006).

The vast majority of RNAPII genes have the potential to be

expressed asmultiplemRNA isoforms, creating vast regulatory po-

tential (Pan et al., 2008;Wanget al., 2008). Indeed, changes in alter-

native isoform expression can regulate the physiological response

ofcells tostressorother signals. Importantly, processingofnascent

pre-mRNA occurs co-transcriptionally, so that mRNA capping,

splicing, and 30 end formation are greatly influenced by the dy-

namics of elongation (de la Mata et al., 2003; Ip et al., 2011; Pinto

et al., 2011; Fong et al., 2014). A general kinetic model has hence

emerged wherein the rate of elongation governs RNA processing

(de la Mata et al., 2003; Muñoz et al., 2009; Pinto et al., 2011).

To better understand the effect of UV irradiation on gene

expression, we examined nascent transcription and transcript

isoform expression on a genome-wide level. We hereby uncov-

ered evidence that UV-induced alternative last exon (ALE)

splicing is important for the DNA damage response, with long

and short ASCC3 ALE isoforms having opposite effects on tran-

scription recovery after DNA damage. We also show that the

short ASCC3 isoform regulates transcription recovery in a

manner that is dependent on the non-coding RNA rather than

the encoded protein.

RESULTS

Transcript Elongation Rates Are Reduced Immediately
after UV Irradiation
To investigate the effect of UV irradiation on transcription

genome-wide, we employed 5,6-dichloro-1-b-D-ribofuranosyl-

benzimidazole/global run-on sequencing (DRB/GRO-seq), which
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allowsmeasurement of nascent RNA synthesis at a high temporal

and spatial resolution (Saponaro et al., 2014). Cells were first

treated with the transcription elongation inhibitor DRB to restrict

RNAPII to the promoter-proximal areas (first �600 bp of genes).

Cells were then UV-irradiated, followed by inhibitor removal to

allow synchronized transcription and its genome-wide measure-

ment by GRO-seq (Figure 1A). Results from the PPP1R12A gene

are shown as an example (Figure 1B). In untreated cells, RNAPII

progressed �12 kb into the gene 10 min after DRB removal and

to �38 kb and �74 kb after 25 and 40 min, respectively. These

results mirror previously published data (Saponaro et al., 2014),

but were in striking contrast to those obtained when cells were

UV-irradiated before DRB removal. Here, the position of the

RNAPII ‘‘wave-front’’ was similar to that of untreated cells after

10 min. However, a dramatic reduction in RNAPII progress was

observed 25 and 40 min after UV exposure, with the wave-fronts

in the PPP1R12A gene moving only very slightly further forward,

reaching �15 and �20 kb at these time points (Figure 1B). We

note that little change was observed at the promoter at these

times. DRB/GRO-seq only captures the activity of RNAPII mole-

cules that incorporate 5-bromouridine-50-triphosphate (Br-UTP)

during the short run-on pulse (5 min). This suggests that initiation

and transcript elongation in the promoter-proximal areas still
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Figure 1. UV Irradiation Triggers Transcript

Elongation Slow-Down

(A) Schematic of UV/DRB/GRO-seq.

(B) Profile of nascent PPP1R12A RNA reads after

DRB-release ± UV irradiation (15 J/m2 used

throughout this study). Arrows indicate transcription

wave-fronts.

(C) As in (B), but meta-gene profile of normalized

GRO-seq reads across 8,148 genes.

(D) Position of the GRO-seq transcription wave-

front for 333 long genes over time ± UV irradiation.

Dashed lines indicate median wave-front positions.

(E) Meta-gene profile of normalized GRO-seq reads

�2 kb to +120 kb relative to the TSS, ± UV irradia-

tion followed by 2, 8, and 24 hr recovery. Arrows

indicate the height of the promoter proximal peak.

Shaded areas indicate gene regions characterized

by increased (yellow) or decreased (gray) GRO-seq

signal 2 hr after UV exposure, normalizing over time.

(F) Gradual recovery of GRO-seq reads 90–120 kb

downstream of the TSS following UV irradiation.

See also Figure S1.

occurred, while progress further into genes

was very slow or prohibited.

Meta-gene profiles of 8,148 transcripts

revealed that UV irradiation generally

attenuated elongation markedly, with

nascent RNA wave-fronts reaching �75

kb after 40 min in untreated cells (Fig-

ure 1C, upper, black arrow), but only

�25 kb after UV irradiation (Figure 1C,

lower, orange arrow).

To calculate the UV-induced reduction

in elongation rates, the nascent RNA

wave-front was called for a subset of very

long transcripts (n = 333) (Figure 1D). In untreated conditions,

the wave-front progressed to a median distance of 12.5 kb after

10min and to 39 kb and 64.8 kb after 25min and 40min, respec-

tively (Figure 1D, upper; indicated by dashed lines). This corre-

sponds to average elongation rates of 1.77 kb/min (10–25 min)

and 1.72 kb/min (25–40min). In contrast, in UV-treated cells (Fig-

ure 1D, lower), the wave-fronts were at 10.3 kb (10 min), 17.3 kb

(25 min), and 21.0 kb (40 min), respectively (Figure 1D, lower),

giving rise to average elongation rates of only 0.47 kb/min (10–

25 min) and 0.25 kb/min (25–40 min) (see also Figures S1A

and S1B).

RNAPII Progresses Slowly during Transcription Restart
after UV Irradiation
Based on experiments that measured nascent RNA synthesis by

general radioactive labeling (Mayne and Lehmann, 1982; Rockx

et al., 2000; Proietti-De-Santis et al., 2006), transcription levels

should recover to near-normal levels over an �24-hr period. To

analyze transcription restart genome-wide, we therefore per-

formed GRO-seq experiments with cells that were again UV-irra-

diated at 15 J/m2, followed by recovery (Figures 1E and S1C).

This dose of UV did not lead to significant cell death over the

24-hr time course (data not shown). As expected, the distribution
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of active RNAPII in untreated cells was characterized by a large

peak in the promoter-proximal region, followed by a marked

reduction in signal further downstream (black graph). Transcrip-

tion was not synchronized with DRB, so this density pattern

represents the distribution of RNAPII expected for actively tran-

scribed genes at steady state. In response to UV irradiation (2 hr

time point), there was a clear reduction in the promoter-proximal

peak (see arrowheads in Figure 1E), suggesting either a reduc-

tion in transcription initiation or increased promoter clearance

(Ehrensberger et al., 2013). Interestingly, the GRO-seq signal

increased in the region up to �20 kb from the transcription start

site (TSS) (Figure 1E, yellow shaded region), concomitant with

depletion further downstream (Figures 1E, gray shaded region,

and 1F). This suggests that while transcription initiation may be

inhibited, considerable elongation activity is observed in the

beginning of genes (possibly reflecting increased promoter

release), and activity is dramatically reduced in regions further

downstream.

As expected, RNA synthesis gradually normalized to that

observed in untreated cells over the 24-hr period, with eventual

restoration of activity at the 30 end of genes (Figures 1E and 1F).

Interestingly, wave-front calling of a subset of very long genes

indicated a rate of transcript elongation of only �40 bases/min

on average from 2 to 12 hr following UV irradiation, more than

40-fold slower than in untreated cells (Figures S1D and S1E).

Mathematically determined, median transcription ‘‘wave-fronts’’

independently confirmed these results (Figure S1F).

Taken together, these data suggest that UV irradiation causes

a rapid and dramatic reduction in transcript elongation, and even

upon recovery of nascent RNA synthesis several hours after UV

exposure, elongation continues to be much slower than in

untreated cells. Most importantly, transcription is spatially

restricted for long periods, with the promoter-proximal 20–

25 kb showing much more activity than the areas further

downstream.

UV-Induced Alternative Isoform Expression
Considering the dramatic change in transcript elongation and

knowing that mRNA processing is tightly coupled to elongation,

we now investigated the effect of UV irradiation on mRNA

splicing by next generation sequencing of cDNA libraries gener-

ated from mRNA. The relative expression of transcript isoforms

was quantitatively measured using the mixture of isoform

(MISO) model (Katz et al., 2010). In total, we identified 435

splicing events in 298 genes that were affected either 8 or

24 hr after UV irradiation in both biological replicates (Figure 2A;

Table S1).

Previous reports uncovered examples of increased inclusion

of cassette exons under conditions of attenuated elongation

(de la Mata et al., 2003; Muñoz et al., 2009; Fong et al., 2014).

Our analysis of 131 UV-induced exon skipping/inclusion events

shows only a slight bias (63%of events) for increased exon inclu-

sion after UV irradiation (data not shown).

Interestingly, alternative last exon (ALE) splicing was the most

frequent UV-induced event (Figure 2A; Table S2), accounting for

more than a third of all those recorded: 156 ALE splicing events

in 105 genes. ALE transcript isoforms are characterized by

different 30 terminal exons and therefore inherently have different

poly-A sites. Importantly, a marked bias for expression of shorter

transcript isoforms (induced ALE transcript isoforms that have

terminal exons more proximal to the TSS) was observed

following UV irradiation (Figure 2B), with 78% of ALE events

(121 of 156) resulting in increased expression of such shorter iso-

forms (hereafter referred to as ‘‘ALE short’’ events). The majority

of these (71/121) involved alternative splicing of unique terminal

exons, indicating they were not solely a result of premature

termination (Figure S2A). Only 35 events were characterized by

increased expression of alternative longer isoforms, from 22

genes (Figure 2B, ‘‘ALE long’’ events).

The relative exon expression of the isoforms for two genes,

HERC4 and INTS6, is described in Figure 2C. The long HERC4

pre-mRNA isoform contains 25 exons and is 153 kb, while the

short HERC4 pre-mRNA is 6.3 kb, shares the first three exons

with the long isoform, but contains a fourth, unique terminal

exon (Figure 2C, left, lower). Eight hours after UV irradiation,

exons 1–4 (indicated by the red dashed boxes) were induced

(Figure 2C, left). In contrast, expression of exons 5–26 (specific

for the long isoform) was reduced, but recovered to near-normal

levels after 24 hr. A similar pattern of alternative exon expression

was seen at the INTS6 gene and a large number of other genes

(Figure 2C, right, and data not shown). qRT-PCR confirmed the

increased expression of the short isoforms and concomitant

lower expression of the long isoforms 8 hr after UV irradiation

(Figure 2D).

The short RNA isoforms of HERC4 and INTS6 were much

shorter than their long isoforms. More generally, the median

length of the UV-suppressed long pre-mRNA isoforms was

�109 kb, considerably longer than that of all human genes

(23 kb), whereas that of the UV-induced short isoforms was

only �32 kb. This reduction in pre-mRNA length for UV-induced

ALE short events was significantly greater than expected by

chance (Figure S2B), indicating a general trend for switching

from particularly long isoforms to much shorter isoforms upon

UV exposure. In contrast, the median length of the less common

UV-induced long ALE isoformswas�30 kb, only 9 kb longer than

the median length of their corresponding, UV-suppressed short

isoform (Figure 2E).

ALE Events Are Associated with Changes in RNAPII
Elongation and Nascent RNA Synthesis
Because transcript elongation was attenuated after UV irradia-

tion (Figure 1), we hypothesized that the UV-induced ALE short

events resulted from preferential synthesis of the pre-mRNA pro-

ducing them. Indeed, after UV-irradiation, GRO-seq read depth

at HERC4 increased over the region coding for the short isoform

(Figure 2F, inset), whereas synthesis in the rest of the gene was

markedly suppressed. Nascent RNA synthesis across the entire

gene recovered to untreated levels 24 hr after UV exposure,

correlating with the kinetics of the HERC4 ALE splicing event.

Consistent with a causative effect, the GRO-seq signal corre-

sponding to the long isoform also remained suppressed at

24 hr for a gene in which preferential expression of the short iso-

formwas detected not only at 8 but also 24 hr after UV irradiation

(Figure S2C).

By comparing GRO-seq signals across proximal and distal

terminal exons, a general, transient increase in the ratio of short
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to long transcript isoform expression was observed, peaking 8–

12 hr after UV (Figure 2G). This increase correlated with a greater

reduction in the synthesis of distal than of proximal exons and

was specific for UV-induced ALE events (Figures S2D–S2F).

Together, the results presented so far indicate that UV irradia-

tion results in a dramatic change in transcription, with elongation
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Figure 2. Splicing Analysis Reveals Frequent

UV-Induced Alternative Last Exon Splicing

(A) UV-induced splicing events.

(B) Relative expression of terminal exons associated with

UV-induced ALE splicing events. The ratio of proximal to

distal terminal exon was calculated for the UV-treated

sample and normalized to the control.

(C) Exon expression profiles for HERC4 and INTS6 upon

UV irradiation. Red, dashed box indicates exons asso-

ciated with expression of the short isoform. Schematic

illustrations are shown below. Red arrows indicate ter-

minal exons specific to the short isoforms.

(D) qRT-PCR validation of isoform expression. GAPDH

normalized data relative to untreated conditions.

(E) Change in pre-mRNA length of ALE short events (left)

and long events (right). Box and whisker plots with min/

max/median represent pre-mRNA lengths.

(F) GRO-seq signal across HERC4 after UV exposure

(boxed inset, area of short isoform). Arrowheads high-

light recovery of gene synthesis at the 30 end after 24 hr.

(G) Box and whisker plots (5–95 percentile with min/max/

median indicated), showing relative GRO-seq read

density of terminal exons following UV irradiation,

normalized to untreated. Data for (D) and others like it in

the following figures are mean ± SEM, t test, *p < 0.05,

**p < 0.01, ***p < 0.001 and ****p < 0.0001.

See also Figures S2 and S3 and Tables S1, S2, and S3.

slowing down and RNAPII-mediated RNA syn-

thesis being ‘‘restricted’’ to the 50 end of genes.

This gene-spatial restriction of transcription is

associated with, or indeed causes, the prefer-

ential expression of short transcript isoforms

incorporating alternative last exons.

ASCC3 Short Isoform Is Preferentially
Synthesized in Response to UV
We now investigated whether the preferential

expression of short ALE isoforms in response

to UV irradiation is physiologically important.

Gene ontology analysis of the 84 genes that

undergo UV-induced ALE short isoform

switching revealed that many of them are

involved in transcription (Figure S3). We also

cross-referenced the genes with a recently

compiled database of factors that function

in the transcription-related DNA damage

response (Boeing et al., 2016). Interestingly,

genes with short ALE events were enriched

among the highest scoring genes in this data-

base (p = 0.0077; Kolmogorov-Smirnoff test),

with 28 of the 84 genes being among the

15% highest scorers (Table S3). Among these

factors, ASCC3 stood out: it had the highest score in the multi-

omic screening approach (Boeing et al., 2016).

The pre-mRNA giving rise to the long ASCC3 isoform is

373.5 kb and composed of 42 exons (Figure 3A). The short

ASCC3 isoform is 25 kb in length and shares the first three exons

with the long isoform, followed by a unique terminal exon
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(Figure 3A, last exon indicated by the red arrows). Exon expres-

sion for both isoformswas reduced 8 hr after UV treatment. How-

ever, 24 hr after UV treatment, expression of the exons of the

short isoform increased while those specific for the long isoform

remained repressed (Figure 3A). This result was confirmed by

qRT-PCR (Figure 3B). Expression of the long isoform recovered

by 48 hr after UV treatment. Exposure of cells to cisplatin and

camptothecin, but not MMS or ionizing radiation, also resulted

in preferential expression of the short ASCC3 isoform, indicating

that this is a general response to agents inducing bulky DNA le-

sions (Figure 3C).

Similar to what was observed for HERC4, INTS6, and other

genes, the increase in the short ASCC3 isoform was likely

caused by the restriction of nascent RNA synthesis to the begin-

ning of genes after UV irradiation (Figure 3D). Indeed, recovery of

nascent RNA synthesis was only observed over the first half of

ASCC3 24 hr after UV treatment. More importantly, however,
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Figure 3. Bulky DNA Lesions Induce ASCC3

Alternative Last Exon Switching

(A) ASCC3 exon expression profiles, as in

Figure 2C.

(B) qRT-PCR validation of the isoform switch 24 hr

after UV irradiation. GAPDH normalized data rela-

tive to untreated conditions are averaged, ±SEM.

(C) Expression, determined by qRT-PCR, of the

different isoforms of ASCC3 upon exposure to

100 nM camptothecin (CPT), 20 mM cisplatin

(CisPt), 0.001%MMS, or 5 Gy ionizing radiation (IR).

Untreated conditions (Un) set to 1. GAPDH

normalized as in (B).

(D) GRO-seq signal across ASCC3, as in Figure 2F.

(E) qRT-PCR of nascent pre-mRNA across ASCC3

after UV irradiation, using intron-exon junction

primers (averaged, 18S normalized data, shown

relative to untreated).

RNA synthesis across the relevant first

25 kb of the ASCC3 gene was induced

at 24 hr (Figure 3D, inset; see also

3E). The transcription characteristics at

ASCC3 thus again correlated with ALE

switching and preferential production

of the short ASCC3 isoform after UV

irradiation.

ASCC3 Protein Affects
Transcription after UV Irradiation
As expected from the results above,

nascent RNA synthesis rapidly decreased

after UV exposure as indicated by signifi-

cantly reduced incorporation of ethynylur-

idine (EU) into nascent RNA, followed by a

slow recovery (Figure S4A). In the multi-

omic screening approach, we screened

for nascent transcription using the EU

incorporation assay to identify genes

whose small interfering RNA (siRNA)

knockdown affect transcription 20 hr after

UV irradiation (Boeing et al., 2016). Intriguingly, two distinct

siRNA pools targeting ASCC3 scored in this screen; one resulted

in high transcription while the other resulted in low transcription

levels after UV irradiation. Gratifyingly, the distinct siRNA pools

targeted different ASCC3 ALE isoforms (Figures 4A and 4B).

ASCC3 siRNA pool-1 specifically targets the long mRNA iso-

form, which encodes the full-length ASCC3 protein. Knockdown

with this pool resulted in high transcription levels after UV irradi-

ation, as indicated by a reduced percentage of lowly transcribing

cells and an overall increase in EU incorporation signified by a

shift of the histogram to the right (Figures 4C and 4D, left histo-

gram). ASCC3 is a component of the poorly studied activating

signal co-integrator 1 complex (Jung et al., 2002). ASCC3 was

also identified in a screen for genes affecting infection of West

Nile virus in interferon (IFN)-b-treated human cells, with silencing

of ASCC3 resulting in upregulation of certain interferon-stimu-

lated genes (Li et al., 2013). However, a role for ASCC3 as a
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global suppressor of transcription is both unexpected and

exciting. Tellingly, siRNAs targeting two other members of the

ASCC complex, ASCC1 and ASCC2, also resulted in increased

nascent transcription after UV irradiation (Figures 4B and 4D,

center and right histogram), suggesting that the ASCC complex

functions as an entity to keep transcription repressed after DNA

damage. Moreover, two individual ASCC3 siRNAs, as well as

stable shRNA expression targeting the long isoform increased

transcription 20 hr after DNA damage, but did not affect tran-

scription in untreated cells, or the immediate transcription shut-

down observed 2 hr after UV irradiation (Figures 4E, S4B, top

panel, and S4C). The differential effect at 2 and 20 hr is impor-

tant, as it shows that transcription is suppressed in two distinct

ways during UV-induced DNA damage, namely rapid ASCC3-in-

dependent transcriptional repression, followed by continued

ASCC3-dependent suppression in the later stages of the DNA

damage response. To measure the effect of ASCC3 knockdown

at 20 hr quantitatively, we calculated the proportion of cells that

fail to recover transcription relative to the proportion of cells that

have high levels of transcription after UV irradiation (Figure 4E,

lower panel, populations to the left of the stippled black line

and right of the gray line, respectively). In response to UV expo-

sure, knockdown of the long isoform of ASCC3 significantly

reduced this low/high transcription ratio (Figure 4F). We

conclude that the ASCC3 protein, in the context of the ASCC

complex, suppresses transcription specifically in the late stages

of the cellular response to UV irradiation.

The Short ASCC3 RNA Isoform Is Required to Recover
Transcription after UV Irradiation
In marked contrast to siRNA pool-1, ASCC3 siRNA pool-2

dramatically reduced transcription after UV irradiation (Fig-

ure 4B). Two of the four siRNAs in pool-2 specifically target se-

quences unique to the terminal exon of the short alternative
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Figure 4. ASCC3 Long Isoform Knockdown Increases Global Transcription after UV Irradiation

(A) ASCC3 isoforms and siRNA-targeting regions. Ninety-three nucleotide sequence not present in the long isoform shown in dark blue.

(B) Scores from the genome-wide RNAi screen (Boeing et al., 2016) with ASCC3 (pool-1), ASCC2, and ASCC1 siRNA pools highlighted in red. ASCC3 (pool-2) is

highlighted in blue.

(C) Representative images of cells transfected with non-targeting (NT) siRNA and the ASCC3 siRNA pool-1 20 hr after UV irradiation. Nascent EU-labeled RNA

shown in green and DAPI-stained nuclei in blue. 103 objective image on the left, with region in white box enlarged on the right.

(D) Histogram plots of average EU incorporation following knockdown of ASCC1, 2 and 3 (pool-1) 20 hr after UV irradiation. Black and gray stippled lines

demarcate thresholds of lowly and highly transcribing cells, respectively.

(E) EU incorporation after treatment with NT siRNA (red) or individual siRNAs targeting ASCC3 long isoform (light and dark blue), with or without UV irradiation,

measured after 2 and 20 hr. Data shown as in (D). Arrowheads highlight reduced proportion of lowly transcribing cells and shift of histogram to the right in cells

lacking the long ASCC3 isoform.

(F) The ratio of low to high transcribing cells (cells left of the black line over cells right of the gray line in E), in untreated conditions (white bars) or 20 hr after UV

irradiation (gray bars). Data were averaged and normalized relative to UV-treated control cells (set to 1), ±SEM.

See also Figure S4.
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transcript isoform (Figure 4A, dark blue box), reducing short iso-

form transcript levels 79% and 82%, respectively (Figure S4B,

lower panel). Knockdown with these siRNAs neither affected

transcription in untreated cells, nor did it affect global transcrip-

tion shutdown immediately after UV irradiation (Figure 5A, top

and middle panels). However, in a manner similar to knockdown

of Cockayne syndrome B (Figures S4D and S4E), knockdown of

ASCC3 short isoform inhibited transcription recovery, as indi-

cated by a marked general change in the characteristics of

nascent transcription across the cell population (Figure 5A,

20 hr panel), and consequently an increase in the ratio of lowly

to highly transcribing cells after UV irradiation (Figure 5B).

Furthermore, knockdown of ASCC3 resulted in increased sensi-

tivity to UV-irradiation (Figure 5C). This indicates that UV-

induced expression of the short ASCC3 ALE isoform is indeed

physiologically important, in all likelihood because this isoform

is required for transcription to recover after UV irradiation.

To confirm the role for the short ASCC3 isoform in transcrip-

tion recovery, we also used CRISPR-Cas9-mediated gene

editing to specifically remove the ALE that is specific to the short

isoform, thereby abolishing short isoform expression but leaving

the long isoform intact (Figures 5D, 5E, S5A, and S5C). As ex-

pected, these knockout cells, hereafter abbreviated ‘‘short

knockout cells,’’ also showed a defect in transcription recovery

in response to UV (Figures 5F and 5G).

Antagonistic Regulation by the Short and Long ASCC3

Isoforms
In the analysis above, we focused entirely on nascent RNAPII

transcription. To further characterize the role of the ASCC3 iso-

forms in transcription after UV irradiation, we now used Illumina

BeadArrays to compare their effect on stable mRNA expression

20 hr after UV irradiation. Compared to UV-treated control cells,

108 genes were differentially expressed in short knockout cells

at this time-point, the majority of which (73%, 79/108) were

downregulated (Figure 6A; Table S4). In contrast, 170 genes

were differentially regulated in cells deficient for ASCC3 long

isoform (long knockdown cell), of which 64% (107 genes) were

upregulated. Interestingly, many of the genes that were downre-

gulated in short knockout cells were upregulated in long knock-

down cells (Figure 6A; p value < 10�5, hypergeometric test on

differentially regulated probes). qRT-PCR analysis of two such

genes, IL7R and VEGFC, is shown in Figure 6B.

We also noticed that a subset of the genes that were most

markedly affected by ASCC3 were in fact greatly induced 20 hr

after UV irradiation in control cells. Indeed, the increased expres-

sion of five such genes was largely eliminated in short knockout

cells (Figure 6C, upper panels). Strikingly, all of these genes were

‘‘over-induced’’ in long knockdown cells (Figure 6C lower

panels), again pointing to opposite regulatory effects of the

long and short ASCC3 RNA isoforms.

The results presented so far suggest that the long and short

ASCC3 isoform are functionally antagonistic: the ASCC complex

(of which ASCC3 is a component) maintains transcriptional

repression after DNA damage, while the short ASCC3 isoform

seems to de-repress it. This raised the intriguing possibility

that transcription defect observed in ASCC3 short knockout

cells might be rescued by depleting the long isoform. Strikingly,

knockdown of the long ASCC3 isoform (Figure 6D), or ASCC2

(Figure S6), did indeed rescue the expression of several genes

in short knockout cells following UV irradiation. Moreover, it

also rescued the defect in global, nascent transcription recovery

after UV irradiation, with the high proportion of lowly transcribing

cells observed upon short ASCC3 knockdown (KD) or knockout
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Figure 5. Cells Deficient for the Short ASCC3

Isoform Cannot Recover Transcription after

UV Irradiation

(A) As in Figure 4E, but after knockdown of the short

ASCC3 isoform with individual siRNAs (light and

dark blue).

(B) As in Figure 4F, but after knockdown of short

isoform. Data are mean ±SEM relative to UV-

treated control.

(C) UV-sensitivity measured by colony formation

after knockdown with individual siRNAs targeting

ASCC3 short isoform. Two-way ANOVA test: NT

versus ASCC3 siRNA-1 p = 0.0182; NT versus

ASCC3 siRNA-2 p = 0.008.

(D) CRISPR-Cas9-mediated knockout of the unique,

terminal exon of the short ASCC3 isoform. Genomic

PCR fragments isolated from parental MRC5VA cells

(P) and two knockout (KO) clones are shown (red

arrows, primers; blue scissors, guide RNAs).

(E) qRT-PCR analysis of short isoform RNA expres-

sion in the cell lines from (D), showing averaged

GAPDH-normalized data, relative to parental cells.

(F) Transcription recovery after deletion of the short

ASCC3 isoform, measured as in Figures 4F and 5B.

(G) Histograms showing decreased EU intensity/

nucleus in ASCC3 short isoform KO clone-2 cells

compared to control cells 20 hr after UV irradiation.

See also Figure S5.
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(A) Hierarchical clustering of genes downregulated in UV-treated ASCC3 short knockout cells, shown alongside expression of the same genes in UV-treated

ASCC3 Long knockdown cells, relative to expression in control cells. Blue and red bars indicate minimum and maximum log fold-changes, respectively.

(B) qRT-PCR analysis of IL7R and VEGFC expression in UV-treated short KO cells (light gray; top panel) compared to parental cells and in UV-treated long

knockdown cells (dark gray; bottom panel) compared to NT shRNA cells (black) 20 hr after UV, shown as averaged GAPDH-normalized data, relative to untreated
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(C) As in (B) but analysis of genes with UV-induced expression.

(D) Rescue of gene expression in UV-treated short KO cells by transfection with siRNA targeting the long isoform. Analysis by qRT-PCR, with GAPDH-normalized

data shown relative to UV-treated control cells.

(E) As in (D) but for global nascent transcription, as indicated by the low/high transcription ratio 20 hr after UV irradiation, relative to control cells. C, siNT control; P,

parental control.

See also Figure S6 and Table S4.
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(KO) returning to more normal levels when the long isoform was

also depleted (Figure 6E). Importantly, knockdown of the long

isoform did not affect expression of the short RNA isoform and

vice versa (Figures S5A and S5B), showing that simple regulation

of each other’s expression cannot underlie the antagonistic ef-

fects observed.

Together, these results support the idea that the long and

short ASCC3 isoforms have opposing regulatory roles in tran-

scription, affecting both global nascent transcription and stable

mRNA expression of several individual genes in opposite

directions.

ASCC3 Short Isoform Functions as a Non-coding RNA
The UV-induced short mRNA isoform contains a 333 nt coding

sequence (CDS), the protein product of which is only 13 kDa

and lacks known functional domains (see Figure 4A). Frustrat-

ingly, ectopic expression of this CDS failed to suppress the low

transcription phenotype of short knockdown cells (Figures S7A

and S7B). Repeated, unsuccessful attempts prompted us to

consider the possibility that it might not be the protein-coding

function of the short isoform that is important. Interestingly, in

addition to the 333 nt CDS, the endogenous ASCC3 short iso-

form transcript also contains a 2.8 kb 30 untranslated region

(30-UTR), which is unique to this isoform (Figure 4A). To test the

hypothesis that the function of the ASCC3 short mRNA isoform

required the non-coding 30 RNA sequence, we again expressed

ASCC3 short isoform, this time including the 30 sequence, which

does not itself contain open reading frames (ORFs) of significant

length. Importantly, the 13 kDa encoded protein was expressed

to similar levels irrespective of inclusion of the 30-UTR in the tran-

script (Figure S7B). Remarkably, however, in contrast to the CDS

alone, the transcript containing the 30-UTR suppressed the low

transcription phenotype (Figures 7A and 7B).

These results suggest that the short ASCC3 isoform promotes

transcription restart via a mechanism that is mediated by RNA,

not protein. To further investigate this possibility, we assessed

cells for expression of the protein encoded by the short

ASCC3 isoform. Although the 13 kDa protein product of this iso-

form could be detected following ectopic expression using an

antibody targeted toward its unique C terminus (Figure S7B),

the protein could not be detected in untransfected cells. We

therefore generated an antibody against an N-terminal epitope

of ASCC3, which is shared between the long and short protein

isoforms. Immunoprecipitation using this antibody pulled down

the large (251 kDa) ASCC3 protein as well as the ectopically

expressed 13 kDa isoform, but the endogenous short pro-

tein isoform could not be detected, neither by immunoblot-

ting nor targeted mass spectroscopy (Figure S7C, and data

not shown).

To more conclusively test whether ASCC3 short isoform was

indeed functioning as a non-coding RNA, we now used the

construct expressing the CDS with its 30UTR, but this time

inserting a premature stop mutation at the beginning of the

CDS. As expected, this construct failed to produce protein

(Figure S7B). Nevertheless, it rescued the low transcription

phenotype in cells deficient for the short isoform (Figures 7A–

7D), showing that the short ASCC3 isoform must function as a

non-coding RNA.

RNA in situ hybridization experiments revealed that the short

ASCC3 isoform transcript is overwhelmingly nuclear with some

enrichment in discrete spots within the nucleus (Figure 7E).

Localization was not significantly affected by UV irradiation,

and the knockout cells lost the signal, confirming that the probes

for in situ hybridization were specific (Figures S7D and S7E). In

contrast, probes targeting the protein-coding long ASCC3 iso-

form produced a signal in both the nucleus and cytoplasm (Fig-

ure 7E). Biochemical cell fractionation producing cytoplasmic

(S1), nucleoplasmic (S2), and chromatin-enriched (P2) fractions

(Figure 7F) further revealed that the short ASCC3 isoform is pri-

marily chromatin-associated (Figure 7G), similar to other long

non-coding RNAs (lncRNAs), including MALAT-1 (Figure S7F).

Together, these data show that the short ASCC3 isoform func-

tions as a non-coding RNA in the nucleus of human cells.

DISCUSSION

In this report, we provide evidence for a dramatic and global ef-

fect of UV irradiation on transcript elongation, which impacts

RNA processing and provides significant potential for cellular

regulation. UV exposure results in spatial restriction of transcrip-

tion and slower elongation, with the result that only the promoter-

proximal 20–25 kb are efficiently transcribed. Together, these

events underlie a switch to expression of short mRNA isoforms

and preferential use of alternative last exons in a number

of genes, including ASCC3. Intriguingly, the switch between

ASCC3 isoforms occurs on more than one level, in that the

longmRNA isoform encodes a protein, functioning in the context

of the ASCC complex and required for maintaining transcrip-

tional suppression in the late stages of the DNA damage

response, whereas the short isoform functions as a nuclear

non-coding RNA that is required for transcription to recover.

Intriguingly, the short and long isoforms constitute an autono-

mous regulatory module and functionally interrelate, so that the

effect of deleting one can be at least partially compensated for

by deleting the other (Figure 7H).

Preferential Short ALE Isoform Expression in Response
to Elongation Shutdown
The spatial restriction of transcription is surprising, but might

allow some short genes to remain expressed after UV irradiation.

Indeed, this phenomenon may finally explain the puzzling obser-

vation that human genes that remain expressed or are induced

upon UV irradiation are invariably very short (McKay et al., 2004).

The significant spatial restriction of transcription activity and

attenuation of elongation also explains the reduction in expres-

sion of long transcript isoforms, while the relative persistence

of promoter-proximal RNA synthesis allows expression of short

mRNA isoforms. Indeed, it seems obvious that region-restricted

transcription, combined with slow transcript elongation, must

underlie the increased expression of ALEs associated with these

short RNA isoforms. Interestingly, data from others support the

idea that recognition and inclusion of an ALE might slow tran-

scription down even further (Kwak et al., 2013; Nojima et al.,

2015) and thus promote the usage of otherwise dormant poly-A

sites (Pinto et al., 2011). In this sense, ALE isoform expression

might arguably also be classified as alternative termination/
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Figure 7. The Short ASCC3 Isoform Is a Chromatin-Associated lncRNA

(A and B) Histogram (A) and low/high transcription ratio plot (B), showing the effect on transcription of expressing different siRNA-resistant RNAs in ASCC3 short

isoform knockdown cells. (A) Blue arrows indicate the reduction in lowly transcribing cells and concomitant increase in highly transcribing cells following rescue

with ASCC3 short isoform constructs containing the 30UTR. Data in (B) are relative to UV-treated control cells, mean ± SEM. n.s., not significant; CDS, coding

sequence; Mut. CDS, stop-containing CDS mutant.

(C and D) As in (A) and (B) but for short isoform knockout cells.

(E) RNA scope In situ hybridization signals for endogenous ASCC3 long and short isoforms. RNA scope signal (red) was overlaid with DAPI to highlight nuclear

localization.

(F) Immunoblot showing localization of RNAPII (RPB1 subunit), hnRNPA1, tubulin, and histone H3 following sub-cellular fractionation. S1, cytoplasmic; S2,

soluble nuclear material; P2, chromatin pellet.

(G) Enrichment of the short ASCC3 isoform in the S2 and P2 fractions as determined by qRT-PCR. As control, P2 was analyzed without reverse transcriptase

(�RT). Data are relative to untreated S1 fraction, mean ± SEM.

(H) Model showing RNAPII (gray sphere) producing nascent ASCC3 transcript (red), including the alternative last exon (thick blue line). Splicing determines

exclusion/inclusion of the ALE and 30-UTR (boxes on right). The protein-encoding long isoformmRNA and the non-coding short isoform have opposite effects on

the DNA damage response and affect each other’s function (indicated by double arrow on right).

See also Figure S7.
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poly-adenylation (poly-A) events, due to the inherently different

poly-A sites associated with these transcript isoforms.

The Transcriptional Response to UV Irradiation Is Multi-
layered and Complex
The analysis presented here uncovers an unexpectedly complex

transcriptional response to UV exposure, as well as novel

proteins and a non-coding RNA involved in regulating it. The

transcription response can be sub-divided into several distinct

phases. First, the immediate response to UV irradiation is a rapid

and dramatic decrease in transcript elongation rates, within

minutes of exposure. Second, this is followed by a decrease in

transcriptional initiation within 2 hr of exposure. Together, these

events constitute the molecular manifestation of the long estab-

lished ‘‘global transcription shutdown’’ first observed decades

ago (Mayne and Lehmann, 1982).

Third, a state of slow elongation is sustained for at least 12 hr

following UV irradiation, despite the fact that lesion density is

greatest immediately after UV irradiation and lesion removal in

genes occurs at an exponential rate with a half-life of 8 hr after

15 J/m2 irradiation (Venema et al., 1990). This strongly suggests

that the transcriptional response to UV irradiation is not caused

solely by RNAPII stalling at DNA damage, but that UV irradiation

also results in the activation of protein factors and pathways in

trans. In support of this idea, our ongoing experiments with

mutants from the screen for genes affecting transcription after

DNA damage that also uncovered ASCC3 (Boeing et al., 2016),

as well as recent data on PRC1 and UBR5 (Sanchez et al.,

2016), strongly indicate that certain protein factors are indeed

required for UV-induced transcription shutdown to take place.

Without these factors, transcription continues even in the pres-

ence of DNA damage.

Fourth, as outlined in detail here, the widespread repression of

transcription is maintained in the late phases of the UV-induced

DNA damage response by a novel, separatemechanism, namely

via ASCC complex-mediated transcriptional suppression. Inter-

estingly, ASCC3 is not required for the establishment of tran-

scriptional repression, only for maintaining it. Remarkably, this

intriguing suppression mechanism is negated by the action of

the short ASCC3 RNA isoform, which ultimately allows transcrip-

tion to recover.

ALE Isoform Expression of ASCC3 Regulates the
Transcription Response to UV Irradiation
Our data onASCC3 comprise evidence that the UV-induced shift

to expression of short ALE transcript isoforms represents phys-

iologically important regulation. Intriguingly, knockdown of the

long ASCC3 isoform rescues the transcription defect in cells

lacking the short isoform, highlighting that the long and short

isoforms regulate one another to control transcription after UV

irradiation. This indicates that the balance between long and

short isoform expression, which is temporarily altered as a

consequence of UV irradiation, is critical for regulating transcrip-

tion shutdown and recovery.

Despite being annotated as protein-coding, the short ASCC3

transcript isoform is nuclear andmay in fact not be translated to

a significant extent. Indeed, its function in transcriptional

restart after UV irradiation is dependent on the non-coding 30

UTR and is retained after its coding ability is disrupted. The

short ASCC3 RNA isoform likely functions as a non-coding

RNA. Long non-coding RNAs (lncRNAs) are generally

bioinformatically characterized by being relatively stable,

RNAPII-generated RNAs lacking ORFs of 300 nts or more (Der-

rien et al., 2012). However, the distinction between mRNAs and

lncRNAs is often somewhat blurred (Sampath and Ephrussi,

2016), and our data show that even though the short ASCC3

isoform does contain an ORF of 333 nts, it is functionally a

lncRNA (of �3,500 bases). This points to a previously

uninvestigated source of lncRNAs, namely alternative last

exon (ALE)-derived, non-coding transcript isoforms produced

from well-known protein-coding genes. To our knowledge,

the only other example of a gene with alternative protein coding

and functional lncRNA transcript isoforms is steroid receptor

RNA activator 1 (SRA). Ironically, in contrast to ASCC3, SRA

was long thought to encode a lncRNA, which regulates steroid

hormone receptor driven transcription, but it may also produce

ORF-containing alternative transcript variants that can be

translated into protein. Unlike ASCC3, however, SRA produces

alternative protein-coding splicing isoforms through mecha-

nisms that introduce AUG codons not present in the lncRNA

isoform (reviewed by Leygue, 2007).

The short ASCC3 RNA isoform appears to function, at least in

part, by repressing the function of the ASCC complex, of which

ASCC3 protein is a DEAD/DEAH box DNA helicase component

(Jung et al., 2002; Dango et al., 2011). ASCC3/ASCC complex

was identified through its role in transcriptional regulation (Jung

et al., 2002; Li et al., 2013), but its biochemical mechanism of

action remains unknown. We found that ASCC3 interacts with

both RNAPII and CSB and it becomes highly ubiquitylated

and phosphorylated upon UV irradiation (Boeing et al., 2016),

suggesting a direct effect on transcription and regulation via

post-translational modification. Understanding the biochem-

ical function of ASCC complex is an important future goal,

not least because it is a prerequisite for understanding the

function of the ASCC3 lncRNA. Although we have so far failed

to uncover convincing evidence for it, one possibility is that the

chromatin-associated ASCC3 lncRNA regulates transcription

through binding and regulating the ASCC complex. However,

it might also function through recruitment of other factors.

For example, lncRNAs such as HOTAIR and XIST both regulate

transcription through recruitment of histone modification com-

plexes and in the case of HOTAIR, even ubiquitin ligases (Bhan

and Mandal, 2015; Rutenberg-Schoenberg et al., 2016). Two

DNA damage-induced lncRNAs, lincRNA-p21 and PANDA,

regulate p53-mediated gene expression by interacting with

DNA/RNA binding proteins, resulting in gene-specific repres-

sion (Huarte et al., 2010; Hung et al., 2011). Post-transcriptional

mechanisms for lncRNA function have also been described,

including miRNA sequestering and regulating mRNA decay

and translation (Abdelmohsen et al., 2013).

Other UV-Induced ALE Genes
Intriguingly, our analysis uncovered a number of other geneswith

characteristics similar to those of ASCC3. For example, INTS6

encodes an 887 amino acid (aa) protein, which is a subunit of

the Integrator complex (Baillat et al., 2005). Upon UV irradiation,
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however, a much shorter RNA isoform is expressed, with the

capacity to encode a 115 aa protein, which lacks the C-terminal

region required for association with INTS3 and presumably the

rest of the Integrator complex (Zhang et al., 2013). Likewise,

HERC4 encodes a putative ubiquitin ligase (1,057 aa), but also

a short UV-induced isoform potentially encoding a 110 aa

protein, which lacks the catalytic domain. Other interesting ex-

amples, such asSUPT16H (encoding the large subunit of the his-

tone chaperone FACT) and RAD51C (involved in homologous

DNA recombination) were also detected. Again, both encode

very short, UV-induced isoforms, which might not result in func-

tional proteins. Some of these short protein isoforms have been

detected in a deep proteome sequencing project (Kim et al.,

2014), but it is unclear whether they are functionally relevant,

or whether, like for ASCC3, the short, stable, poly-adenylated

transcript isoforms encoding them act in the form of lncRNAs.

Addressing the precise function of these transcripts in the DNA

damage response represents an important future goal.
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Baillat, D., Hakimi,M.A., Näär, A.M., Shilatifard, A., Cooch, N., and Shiekhattar,

R. (2005). Integrator, a multiprotein mediator of small nuclear RNA processing,

associates with the C-terminal repeat of RNA polymerase II. Cell 123, 265–276.

Bhan, A., and Mandal, S.S. (2015). LncRNA HOTAIR: A master regulator of

chromatin dynamics and cancer. Biochim. Biophys. Acta 1856, 151–164.

Boeing, S., Williamson, L., Encheva, V., Gori, I., Saunders, R.E., Instrell, R., Ay-

gün,O.,Rodriguez-Martinez,M.,Weems,J.C.,Kelly,G.P., etal. (2016).Multiomic

analysis of the UV-induced DNA damage response. Cell Rep. 15, 1597–1610.

Dango, S., Mosammaparast, N., Sowa, M.E., Xiong, L.J., Wu, F., Park, K., Ru-

bin, M., Gygi, S., Harper, J.W., and Shi, Y. (2011). DNA unwinding by ASCC3

helicase is coupled to ALKBH3-dependent DNA alkylation repair and cancer

cell proliferation. Mol. Cell 44, 373–384.

de la Mata, M., Alonso, C.R., Kadener, S., Fededa, J.P., Blaustein, M., Pelisch,

F., Cramer, P., Bentley, D., and Kornblihtt, A.R. (2003). A slowRNApolymerase

II affects alternative splicing in vivo. Mol. Cell 12, 525–532.

Derrien, T., Johnson, R., Bussotti, G., Tanzer, A., Djebali, S., Tilgner, H., Guer-

nec, G., Martin, D., Merkel, A., Knowles, D.G., et al. (2012). The GENCODE v7

catalog of human long noncoding RNAs: analysis of their gene structure, evo-

lution, and expression. Genome Res. 22, 1775–1789.

Dinant, C., Ampatziadis-Michailidis, G., Lans, H., Tresini, M., Lagarou, A.,

Grosbart, M., Theil, A.F., van Cappellen, W.A., Kimura, H., Bartek, J., et al.

(2013). Enhanced chromatin dynamics by FACT promotes transcriptional

restart after UV-induced DNA damage. Mol. Cell 51, 469–479.

854 Cell 168, 843–855, February 23, 2017

http://dx.doi.org/10.1016/j.cell.2017.01.019


Ehrensberger, A.H., Kelly, G.P., and Svejstrup, J.Q. (2013). Mechanistic inter-

pretation of promoter-proximal peaks and RNAPII density maps. Cell 154,

713–715.

Fong, N., Kim, H., Zhou, Y., Ji, X., Qiu, J., Saldi, T., Diener, K., Jones, K., Fu,

X.D., and Bentley, D.L. (2014). Pre-mRNA splicing is facilitated by an optimal

RNA polymerase II elongation rate. Genes Dev. 28, 2663–2676.

Gaillard, H., and Aguilera, A. (2013). Transcription coupled repair at the inter-

face between transcription elongation and mRNP biogenesis. Biochim. Bio-

phys. Acta 1829, 141–150.

Huang, W., Sherman, B.T., and Lempicki, R.A. (2009). Systematic and integra-

tive analysis of large gene lists using DAVID bioinformatics resources. Nat.

Protoc. 4, 44–57.

Huarte, M., Guttman, M., Feldser, D., Garber, M., Koziol, M.J., Kenzelmann-

Broz, D., Khalil, A.M., Zuk, O., Amit, I., Rabani, M., et al. (2010). A large inter-

genic noncoding RNA induced by p53 mediates global gene repression in the

p53 response. Cell 142, 409–419.

Hung, T., Wang, Y., Lin, M.F., Koegel, A.K., Kotake, Y., Grant, G.D., Horlings,

H.M., Shah, N., Umbricht, C., Wang, P., et al. (2011). Extensive and coordi-

nated transcription of noncoding RNAs within cell-cycle promoters. Nat.

Genet. 43, 621–629.

Ip, J.Y., Schmidt, D., Pan, Q., Ramani, A.K., Fraser, A.G., Odom, D.T., and

Blencowe, B.J. (2011). Global impact of RNA polymerase II elongation inhibi-

tion on alternative splicing regulation. Genome Res. 21, 390–401.

Jung, D.J., Sung, H.S., Goo, Y.W., Lee, H.M., Park, O.K., Jung, S.Y., Lim, J.,

Kim, H.J., Lee, S.K., Kim, T.S., et al. (2002). Novel transcription coactivator

complex containing activating signal cointegrator 1. Mol. Cell. Biol. 22,

5203–5211.

Katz, Y., Wang, E.T., Airoldi, E.M., and Burge, C.B. (2010). Analysis and design

of RNA sequencing experiments for identifying isoform regulation. Nat.

Methods 7, 1009–1015.

Kim, D., Pertea, G., Trapnell, C., Pimentel, H., Kelley, R., and Salzberg, S.L.

(2013). TopHat2: accurate alignment of transcriptomes in the presence of in-

sertions, deletions and gene fusions. Genome Biol. 14, R36.

Kim, M.S., Pinto, S.M., Getnet, D., Nirujogi, R.S., Manda, S.S., Chaerkady, R.,

Madugundu, A.K., Kelkar, D.S., Isserlin, R., Jain, S., et al. (2014). A draft map of

the human proteome. Nature 509, 575–581.

Kwak, H., Fuda, N.J., Core, L.J., and Lis, J.T. (2013). Precise maps of RNA po-

lymerase reveal how promoters direct initiation and pausing. Science 339,

950–953.

Lawrence, M., Huber, W., Pagès, H., Aboyoun, P., Carlson, M., Gentleman, R.,

Morgan, M.T., and Carey, V.J. (2013). Software for computing and annotating

genomic ranges. PLoS Comput. Biol. 9, e1003118.

Leygue, E. (2007). Steroid receptor RNA activator (SRA1): unusual bifaceted

gene products with suspected relevance to breast cancer. Nucl. Recept.

Signal. 5, e006.

Li, H., and Durbin, R. (2009). Fast and accurate short read alignment with Bur-

rows-Wheeler transform. Bioinformatics 25, 1754–1760.

Li, H., Handsaker, B., Wysoker, A., Fennell, T., Ruan, J., Homer, N., Marth, G.,

Abecasis, G., and Durbin, R.; 1000 Genome Project Data Processing Sub-

group (2009). The Sequence Alignment/Map format and SAMtools. Bioinfor-

matics 25, 2078–2079.

Li, J., Ding, S.C., Cho, H., Chung, B.C., Gale, M., Jr., Chanda, S.K., and Dia-

mond, M.S. (2013). A short hairpin RNA screen of interferon-stimulated genes

identifies a novel negative regulator of the cellular antiviral response. MBio 4,

e00385-13.

Livak, K.J., and Schmittgen, T.D. (2001). Analysis of relative gene expression

data using real-time quantitative PCR and the 2(-Delta Delta C(T)) method.

Methods 25, 402–408.

Mayer, A., di Iulio, J., Maleri, S., Eser, U., Vierstra, J., Reynolds, A., Sandstrom,

R., Stamatoyannopoulos, J.A., and Churchman, L.S. (2015). Native elongating

transcript sequencing reveals human transcriptional activity at nucleotide res-

olution. Cell 161, 541–554.

Mayne, L.V., and Lehmann, A.R. (1982). Failure of RNA synthesis to recover af-

ter UV irradiation: an early defect in cells from individuals with Cockayne’s syn-

drome and xeroderma pigmentosum. Cancer Res. 42, 1473–1478.

McKay, B.C., Stubbert, L.J., Fowler, C.C., Smith, J.M., Cardamore, R.A., and

Spronck, J.C. (2004). Regulation of ultraviolet light-induced gene expression

by gene size. Proc. Natl. Acad. Sci. USA 101, 6582–6586.
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