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Alexa Fluor®, and DyLight®, including secondary antibodies
and streptavidin.

Toll-Free Tel: (US & Canada): 1.877.BIOLEGEND (246.5343)
Tel: 1.858.768.5800
biolegend.com

08-0040-07

BioLegend is ISO 9001:2008 and ISO 13485:2003 Certified

Learn more: biolegend.com/AF594
biolegend.com/brilliantviolet

HeLa cells were fixed, permeabilized, and blocked, then intracellularly
stained with Ki-67 (clone Ki-67) Alexa Fluor® 594 (red) and Alexa Fluor® 488
Phalloidin (green). Nuclei were counterstained with DAPI (blue). The
image was captured with 40x objective.
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2014 was a landmark year for Cell, as the journal celebrated its 40th anniversary. Throughout the year, we have Cell-ebrated the

exciting biology published on the pages of Cell, looking back at the tremendous advancements in science since 1974. While we

looked back over the past four decades, we were equally excited about the present and future, as we saw fascinating science

being submitted from around the world. We’d like to invite you to join us in enjoying this Best of Cell collection, an inspiring look

back at some of these notable stories.

We have selected the papers presented here based on a number of criteria. We began by looking at the most highly read papers,

based on article downloads and html usage. Within this list, we sought papers that best represent the vision for the scope and

breadth of Cell. We’ve included papers that we were exceptionally excited about when they first came in, ones that we found

ourselves talking about in the hallways of the office and at the proverbial water cooler, and papers that the reviewers were

extremely enthusiastic about.

Looking at the papers with the greatest numbers of downloads gives a sense for which papers caught the eye of a large swath

of the scientific community. Of course, this measure is heavily slanted towards articles published in the beginning of the year, so

we took efforts to “control” for that. We’ve also included a selection of SnapShots that we hope will pique your interest and help

your research.

Cell was conceived of as and continues to be a journal representing the broad interests of the biology community. Over the years,

the boundaries of this community have expanded to welcome chemists, physicists, clinicians, and a host of other researchers in

the spirit of collaboration and cross-pollination of ideas. Cell’s scope has grown with the community, and you’ll see that reflected

in this collection.

Clearly, any list like this must also omit many important and valuable papers, but hopefully this collection gives you a flavor of some

of the standout moments of the year.

Of course, all of this great science would not be featured in Cell if it were not for the support of the scientists who submit their

best work for consideration, provide expertise as advisors and peer reviewers, serve on our editorial board, and read the journal

and share our enthusiasm for exciting biology. Cell is first and foremost a journal of, by, and for scientists. Thank you all for your

contributions.

We hope that you will enjoy reading this special collection, and we welcome your feedback on how we are doing at the journal

(you can also access this collection online at www.cell.com/bestof, where you can see freely available digital editions of other Cell

Press journals’ Best of… collections). Please feel free to leave a comment at Cell.com on a paper that has caught your interest, or

drop us a line at celleditor@cell.com or email one of the editors directly. We are always happy to hear from you.

If you haven’t gotten a chance to revel in our 40 years, check out www.cell.com/40/home. Here, you can read highlights from the

past four decades, walk through our history with our Cell Lines timelines, and hear our “40 under 40”—top scientists who haven’t

yet celebrated their 40th birthdays—talk about the direction they envision science going.

We hope that you have had a fruitful 2014, and we look forward to working with you in 2015 and beyond.

Emilie, Elena, Karen, Robert, Mirna, Cindy, Steve, João, Sri, Lara, and Jiaying

Foreword
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Staining the brain: a novel method for streamlined
immunohistochemistry
Summary
Because the brain’s function and dysfunc-
tion is determined by the spatiotemporal
localization of proteins, and because there
is no meaningful cell culture model of the
brain, immunohistochemistry (iHC) of brain
tissue remains a linchpin of neuroscience.
While manual iHC provides reproducible tissue
staining, it is time-consuming and laborious.
multiple hands-on steps translate into high
potential for inherent process variability.

Here, we present a novel iHC format using the
new snAP i.d.® 2.0 protein detection system
(Figure 1). this system streamlines the im-
munodetection reagent application phases of
antigen detection using a controlled vacuum
force that removes solutions evenly from all
slides at once – in seconds. tissue slides can be
processed in about two hours using any typi-
cal iHC protocol with no detectable staining
artifacts or loss in sensitivity.

We demonstrate the versatility of the system
and its ability to minimize slide handling
while generating consistent results. We
compare sensitivity and staining patterns to
those achieved using standard (manual) iHC
protocols, using tissue sections from human
kidney, Alzheimer’s disease (Ad) human brain,
and mouse brain.

emd millipore, the m mark and snAP i.d. are registered trademarks of merck KGaA, darmstadt, Germany. trademarks belonging to third parties are the property of their respective owners.
Bs-Gen-14-10566 09/14 © 2014 emd millipore Corporation, Billerica, mA usA. All rights reserved.

Consistency in the staining process
twelve slides of formalin-fixed paraffin-embedded (FFPe) human kidney tissue sections (Figure 2) were
simultaneously processed using vacuum-driven iHC and the traditional manual process, in order to
detect aquaporin 1. Aquaporin 1 (stained in brown) is an integral membrane protein capable of forming
water-specific channels to increase permeability. High sensitivity and lower background was observed
in all the samples. We also observed consistent, sensitive staining in fresh, frozen rat kidney tissue (not
shown).

Equivalent results: vacuum-driven vs. manual staining of brain tissue
As shown in Figure 3A, samples of human brain thalamus were stained with anti-amyloid β primary
antibody (emd millipore) using the traditional manual process and compared with staining using the
snAP i.d.® 2.0 system. Amyloid β peptide, one of the major constituents of the plaques occurring in
Alzheimer’s disease, was detected in the samples processed by both methods. A negative control slide
(no primary antibody) was also processed using the vacuum-driven iHC system (center panel of Figure
3A) and showed no staining, indicating that positive signal was not due to nonspecific signals from the
immunodetection reagents.

Human cerebral cortex and cerebellum were stained for the neuron-specific protein neun (Figure
3B). the distribution of neun is restricted to neuronal nuclei, perikarya and some proximal neuronal
processes in fetal and adult brains; however, some cells, like the Purkinje, inferior olivary, and dentate
nucleus, fail to show positive neun staining at any age.

Figure 2. Consistent detection of aquaporin 1 in 20 µm sections of FFPE human kidney tissue using
vacuum-driven IHC. Aquaporin 1 was detected in the proximal tubes of human kidney tissue using anti-
aquaporin 1 primary antibody (EMD Millipore) at 1:2,000 dilution (60 min) and stained with HRP-DAB. Heat-
induced epitope retrieval was performed for 15 min at 110 °C.

Figure 1. The SNAP i.d.® 2.0 system for
immunohistochemistry. Flexibility of multiple
slide configurations enables the processing of 1 to
24 slides at a time. The system is compatible with
standard IHC slides and protocols and employs a
controlled, uniform vacuum force to rapidly and
thoroughly remove reagents during the blocking,
washing, and antibody incubation steps. Antibodies
can be collected and reused.

Figure 3. Comparing staining of human brain thalamus (anti-amyloid β) in Panel A and human cerebral
cortex (anti-NeuN) in Panel B using manual IHC and the vacuum-driven SNAP i.d.® 2.0 system. Images were
acquired at 20X magnification.

A. B.

Manual Process Manual Process

Vacuum-driven System

Aquaporin 1

Manual Process

Vacuum-driven System

Negative control
(no primary antibody)

Vacuum-driven
System
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Antibody recovery and reuse
Deposits of amyloid β in the brain of AD patients were detected in human cerebral cortex samples
processed by the manual traditional method as well as in samples prepared using the vacuum-driven
system, even after three cycles of antibody use, recovery and reuse, with a volumetric recovery
higher of 90% even after the third collection (Figure 4 and Table 1).

Fluorescent localization of mouse brain markers in FFPE tissue
Using the vacuum-driven SNAP i.d.® system for IHC, FFPE mouse brain was analyzed using a cocktail
of two different primary antibodies [anti-mouse Glial Fibrillary Acidic Protein (GFAP, EMD Millipore),
diluted 1:1,000) and anti-rabbit Sox 11 (EMD Millipore, diluted 1:500)]. Fluorescent detection was
performed after the addition of goat anti-mouse DyLight® 488 and goat anti-rabbit DyLight® 549 and
counterstained with DAPI (blue stained nuclei).

Conclusions
The vacuum-driven SNAP i.d.® 2.0 system helps
to streamline the immunohistochemistry process
by reducing the slide handling and by eliminat-
ing the tedious process of using a pap pen. As
this system is best suited to low and medium
throughput workflows, it promises to be help-
ful in the antibody optimization process and/
or during the process of reagent scale-up for
automated systems. Different manual protocols,
such as chromogenic staining and fluorescent
staining, can be reproduced easily in this
vacuum-driven IHC system, and it can be used
for a variety of tissues, including fresh frozen
(not shown) and FFPE archival samples.

Learn more about the SNAP i.d.® 2.0 system for
IHC at: www.emdmillipore.com/snap

Vol. recovered (µL) % recovery of original volume
Recovery 1 590 98
Recovery 2 584 97
Recovery 3 573 96

Manual Process Vacuum-driven System

Sox 11

GFAP

GFAP GFAP

Sox 11

Figure 4. Antibody could be used three times with no detectable change in sensitivity. A total of 600 µL
of mouse monoclonal anti-amyloid β (1:2,000) was used to probe three slides of FFPE human AD brain tissue
slides, with a volumetric recovery higher than 90% even after the third recovery with no loss in sensitivity
compared to manual methods. White arrows point to amyloid β signal and higher magnification inset shows
details of plaque formation.

Figure 5. Fluorescent localization of markers in FFPE mouse brain tissue using manual and vacuum-driven
IHC shows equivalent expression patterns.

Table 1. Anti-amyloid β antibody recovery after each round of use in the SNAP i.d.® system.

1st time antibody use

Antibody
recovered and
re-used 2nd time

Antibody
recovered and
re-used 3rd time

Vacuum-driven System

Amyloid β

20X magnification
20X
magnification

Manual Process
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Paraffin-embedded human lung and ovarian carcinoma tissues using CST™ HER3/ErbB3 (D22C5) XP® Rabbit mAb #12708
or Company 2 mouse monoclonal antibody.
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SnapShot: Necroptosis
Wen Zhou and Junying Yuan
Department of Cell Biology, Harvard Medical School, Boston, MA 02115, USA

Trigger cell Types/Lines Molecular Mechanism chemical Inhibitors
TNF + caspase-8 inhibition (by
pan-caspase inhibitor zVAD,
caspase-8 inhibitor IETD,
caspase-8 knockdown or
knockout, overexpression of
viral protein CrmA)

MEF, L929, Jurkat, NIH3T3 The stimulation of TNFR1 by TNF leads to the formation of a transient
complex associated with the intracellular domain of TNFR1, named
complex I, where RIP1 is ubiquitinated by cIAP1/2 and LUBAC. After
the dissociation of complex I, RIP1 interacts with RIP3 to form an
intracellular amyloid-like complex named complex IIb or necrosome
in a RIP1-kinase-dependent manner. Deubiquitination of RIP1 by
CYLD promotes the formation of complex IIb. Oligomerization of RIP1
and RIP3 leads to MLKL phosphorylation by RIP3, which is required
for MLKL trimerization and translocation to plasma membrane,
resulting in Ca2+ and/or Na+ influx as one of the final execution steps
of necroptosis. Necroptosis can be sensitized by inhibitor of protein
translation CHX, which suppresses the synthesis of survival factors.

RIP1 kinase inhibitors necrostatin-1, 3, 4, 5;
RIP3 kinase inhibitors GSK’843, GSK’872;
MLKL inhibitor necrosulfonamide; Ca2+

chelator BAPTA-AM

TNF L929, FADD-deficient Jurkat These cells are defective in caspase-8 activation in response to TNF so
they can undergo necroptosis without caspase inhibition.

Necrostatin-1, 3, 4, 5

FAS ligand + caspase-8
inhibition (by zVAD or caspase-8
knockout)

PHA/IL-2-activated human CD4+ T
cells, ConA/IL-2-activated murine
splenic T cells, Jurkat, CCRF-CEM

RIP1 kinase activity is required for the cell death. Necrostatin-1

Fas ligand + IAP antagonist
+ zVAD

HaCaT The cell death is dependent on RIP1 kinase activity and is protected
by cFLIPL overexpression. TWEAK, which promotes the degradation
of cIAP1, can sensitize cells to Fas-ligand-induced cell death with a
similar mechanism.

Necrostatin-1

TCR engagement + caspase-8
inhibition (by zVAD, caspase-8
knockout, or FADD death
domain overexpression)

Murine CD4+ T cells, murine CD8+
T cells, human peripheral blood
lymphocytes

Activation-induced cell death (AICD) of mature T cells is mediated
by the induction of Fas ligand. Failure to activate caspase-8 due
to chemical inhibition or genetic deficiency of caspase-8 or FADD
predisposes T cells to necroptosis in response to the Fas ligand
induced by TCR signaling. RIP1 kinase activity and RIP3 are required
for the cell death.

Necrostatin-1

TRAIL in acidic condition HT-29, MEF, HepG2 RIP1 kinase activity, RIP3, and PARP-1 polymerase activity are required
for the cell death.

Necrostatin-1, PARP-1 inhibitor PJ-34

TRAIL + zVAD Jurkat, HaCaT, U937, Mz-ChA-1,
BxPC-3, HT-29

The cell death is sensitized by IAP antagonist or by protein synthesis
inhibitor CHX. RIP1 kinase activity is required for the cell death.

Necrostatin-1

TNF + cIAP1/2 depletion (by IAP
antagonist or cIAP1 knockout)
+ zVAD

MEF, MDF, Panc-1, Jurkat, U937,
CCRF-CEM, L929, macrophage

This combination treatment induces the interaction of RIP1 kinase and
RIP3 to form the complex IIb. RIP1 was detected in a complex of ~2
MDa which contains additional components such as caspase-8 and
FADD.

Necrostatin-1

LTα + IAP antagonist + pan-
caspase inhibitor QVD

MDF LTα homotrimer binds to TNFR1 and leads to TNFR1 signaling in a
similar way to TNF-induced necroptosis.

Necrostatin-1

IAP antagonist + zVAD HT-29, MDA-MB-231, SKOV3, Kym-1,
macrophage

The cell death is dependent on RIP1 kinase activity. Interaction
between RIP1 and caspase-8 was detected in a complex of ~2 MDa.

Necrostatin-1

TNF + TAK1 inhibitor 5z-7 or
TAK knockdown + zVAD

L929, MEF The formation of complex I associated with TNFR1 is not affected by
TAK1 inhibition, whereas the formation of necrosome (complex IIb) is
facilitated by TAK1 inhibition. RIP1 kinase activity is required for the
formation of necrosome.

Necrostatin-1

TLR2, TLR5, or TLR9 agonist
+ zVAD

Macrophage, microglia The autocrine production of TNF, which is induced by TLR signaling,
leads to necroptosis in the absence of caspase-8 activity.

Necrostatin-1

Poly(I:C) agonist + zVAD Macrophage, microglia RIP1, RIP3, and TRIF form necrosome independently of autocrine TNF.
RIP1 kinase activity, RIP3, TRIF, but not IRF3, are required for the cell
death.

Necrostatin-1, RIP3 kinase inhibitor GSK’843,
GSK’872

LPS + zVAD Macrophage, microglia Both autocrine production of TNF and RIP1-RIP3-TRIF axis contribute
to the cell death.

Necrostatin-1

Poly(I:C) + IAP antagonist +
zVAD

HaCaT, MET-1 The cell death requires RIP1 kinase activity and RIP3 and is negatively
regulated by cFLIP. RIP1 is detected in a ~2 MDa complex named
ripoptosome, which also includes cFLIPS and caspase-8. Ripoptosome
forms independently of TNF signaling.

Necrostatin-1

Poly(I:C) GM-CSF-induced BMDC The cell death is dependent on RLR adaptor MAVS/IPS-1/VISA/
Cardif and the release of lysosomal cathepsin D which in turn cleaves
caspase-8. RIP1 kinase activity and RIP3 are required for the cell death.

Cathepsin D inhibitor pepstatin A;
Necrostatin-1

IFNα/β Primary FADD–/– MEF at subconfluency PKR is transcriptionally upregulated by Type I interferon. The cell death
requires the kinase activities of JAK, PKR, and RIP1.

JAK kinase inhibitor I; PKR inhibitor C16 and
2-aminopurine; Necrostatin-1

IFNγ Primary FADD–/– MEF at subconfluency,
RelA–/– MEF, J774A.1

PKR is transcriptionally upregulated by IFNγ. The activation of JAK-
STAT1 axis by IFNγ triggers the formation of necrosome consisting of
RIP1, RIP3, and PKR. JAK, PKR, and RIP3 are required for cell death.
RIP1 kinase inhibition reduces the cell death but does not significantly
affect the formation of necrosome.

RNA polymerase II inhibitor Actinomycin D;
JAK kinase inhibitor I; PKR inhibitor C16 and
2-aminopurine; Necrostatin-1

Oxygen glucose deprivation Retinal ganglion cells (RGC) Oxygen glucose deprivation (OGD), an in vitro condition mimicking
ischemic injury, promotes cell death predominantly by necrosis. The
necrosis is dependent on RIP1 kinase.

Necrostatin-1

Glutamate, NMDA HT-22, primary rat cortical cells Excitotoxicity in neurons is mediated by mitochondrial oxidative stress
and MAPK activation and is dependent on RIP1 kinase.

ROS scavenger N-acetyl-cysteine,
Necrostatin-1

Salmonella enterica serovar
Typhimurium

Macrophage Type I interferon is required for the cell death, but not inflammasome
activation and cytokine secretion. RIP1 is recruited to IFNAR1, leading
to necroptosis mediated by RIP1 kinase and RIP3. Caspase-1 also
contributes to the cell death.

Necrostatin-1; caspase-1 inhibitor YVAD-CHO

Murine cytomegalovirus (CMV)
M45mutRHIM

SVEC4-10, 3T3-Swiss albino, MEF CMV infection induces DAI interaction with RIP3, leading to RIP3-
dependent necroptosis without the requirement for RIP1 kinase. CMV
M45-encoded vIRA abrogates DAI-RIP3 interaction. Therefore, CMV
can infect cells without causing cell death unless its vIRA is disrupted
by mutation.
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Since the human genome was sequenced, the term ‘‘epigenetics’’ is increasingly being associated
with the hope thatwe aremore than just the sumof our genes.Mightwhatwe eat, the air we breathe,
or even the emotions we feel influence not only our genes but those of descendants? The environ-
ment can certainly influence gene expression and can lead to disease, but transgenerational con-
sequences are another matter. Although the inheritance of epigenetic characters can certainly
occur—particularly in plants—how much is due to the environment and the extent to which it hap-
pens in humans remain unclear.

Introduction
The notion that heredity is influenced by the environment has

figured prominently in evolutionary thinking for centuries, as

Luther Burbank famously stated, ‘‘heredity is only the sum of

all past environment’’ (Burbank, 1906). But, with the rediscovery

of genetics, conventional wisdom had it that selection acts on

phenotypic variation via genetic variation that is itself blind to

environmental cues. Further, according to Weismann’s principle

of the germplasm (1892), somatic cells are separated from germ

cells, and thus, no mechanisms were thought to exist for germ

cells to be modified by the environment. Over the last few years,

the ‘‘rediscovery’’ of epigenetics and its underlying mechanisms

has reopened this old debate, giving rise to the concept of

transgenerational inheritance of epigenetic variation and even

of acquired traits (Box 1).

In principle, epigenetic inheritance and germline reprogram-

ming are two sides of the same coin. Germline reprogramming

facilitates totipotency of the zygote, a cornerstone of develop-

mental biology since the concept of ‘‘epigenesis’’ was first pro-

posed (Aristotle, On the Generation of Animals; Harvey, 1651;

Wolff, 1759). Reprogramming is required to remove epigenetic

signatures acquired during development or imposed by the envi-

ronment so that subsequent elaboration of the body plan in the

embryo properly reflects the genetic blueprint characteristic of

each species. If germline reprogramming fails, epigenetic marks

can be retained and could be transmitted from one generation to

the next. As with classical (i.e., DNA sequence) mutations, most

epigenetic ‘‘mutations’’ (epialleles) are either neutral or delete-

rious, frequently involving the unleashing of transposable ele-

ments and other genomic parasites. But transgenerational

epigenetic inheritance also has the potential to be adaptive

and, in some cases, might even respond to environmental

challenges with major implications for heredity, breeding, and

evolution.

Epigenetic inheritance is relatively common in plants. The

plant germline arises from somatic cells exposed to develop-

mental and environmental cues (Box 2), and many plant species

can be propagated clonally with no germline passage at all. It is

perhaps no accident that the inheritance of acquired traits was

first proposed by botanists, most famously by Jean-Baptiste

Lamarck and most infamously by Trofim Denisovich Lysenko.

The potential implications for mammalian development and for

human health were quickly realized, and in recent years, many

potential examples of epigenetic inheritance have been docu-

mented. However, such studies often concern inter- rather

than transgenerational effects (Figure 1) and rarely exclude

DNA sequence changes as the underlying cause for heritability.

Although intergenerational effects (such as maternal effects)

certainly occur in mammals, the degree to which they can be

transmitted in the absence of the initial trigger remains unclear.

In mammals, efficient reprogramming occurs in the early embryo

and in the germline (Box 2). These two rounds of epigenetic

erasure leave little chance for inheritance of epigenetic marks,

whether programmed, accidental, or environmentally induced

(Figure 2A). Thus, although transmission of acquired states can

occur in some animals (such as nematodes), proof that transge-

nerational inheritance has an epigenetic basis is generally lack-

ing in mammals. Indeed, evolution appears to have gone to great

lengths to ensure the efficient undoing of any potentially delete-

rious bookmarking that a parent’s lifetime experience may have

imposed.

In this Review, we will examine the mechanisms underlying

epigenetic inheritance and germline reprogramming (Box 3).

Several comprehensive reviews of epigenetic inheritance in

plants (Schmitz and Ecker, 2012; Weigel and Colot, 2012) and

animals (Daxinger and Whitelaw, 2012; Jablonka and Raz,

2009; Lim and Brunet, 2013) have been published recently, so

we will focus on aspects that are shared and for which parental

Cell 157, March 27, 2014 ª2014 Elsevier Inc. 95



effects and DNA sequence mutations have been excluded as

far as possible. We also examine the limited evidence for adap-

tive inheritance of environmentally induced epigenetic traits

and consider the implications for evolution, plant breeding, and

human health.

Epigenetic Inheritance of Transposon and Transgene
Silencing by DNA Methylation
Long before the terms ‘‘transgenerational’’ and ‘‘epigenetic’’

were in widespread use (Box 1), the first examples of epigenetic

inheritance were described in plants. Following her discovery of

transposable elements, Barbara McClintock recognized that

Activator and Suppressor Mutator transposons in maize cycled

between active and silent phases and that these phases could

be inherited across generations (McClintock, 1961). These

transposons sometimes brought nearby color genes under

their control, allowing the genetic identification of both trans-

acting (transposase) and cis-acting (transposon) regulatory

factors. For this reason, McClintock drew parallels between

transposons as ‘‘controlling elements’’ and gene control by l

repressor (McClintock, 1961), parallels that are still popular

today (Ptashne, 2013).

Subsequently, a variety of molecular mechanisms has

emerged that can result in transgenerational epigenetic

inheritance of genes, transgenes, and transposons (Box 3).

McClintock’s ‘‘cycling’’ transposons were associated with

changes in DNAmethylation, as were epialleles at genes located

nearby, which resulted in transgenerational leaf and seed color

phenotypes (Lisch, 2012; Slotkin and Martienssen, 2007). At

around the same time, silencing of transgenes and flower color

genes was observed in petunia and tobacco, as well as in the

model plant Arabidopsis, where genetic screens could be

brought to bear (Law and Jacobsen, 2010). Some of the first

silencing mutants isolated in Arabidopsis were in the mainte-

nance DNA methyltransferase MET1 (DNA methyltransferase

1), the histone deacetylase HDA6, and the Snf2/swi2 chromatin

remodeler DDM1 (decrease in DNA methylation 1) (Eun et al.,

2012). Mutants in met1 and ddm1 had previously been isolated

in molecular screens and segregated unmethylated transpos-

able elements (TEs) and repeats in subsequent generations,

independently of the causative mutation. Hypomethylated TEs

neighboring genes resulted in epimutations such as BONSAI

and FWA (FLOWERING WAGENINGEN) (Slotkin and Martiens-

sen, 2007), and the penetrance of phenotypes observed in

Box 2. Germline and Early Embryonic Reprogramming in
Animals and Plants

Strategies for reprogramming parental epigenomes vary considerably

in vertebrates and plants (Figure 2). In the mouse germline and also

early postfertilization, the two parental genomes undergo extensive

DNA demethylation via both active and passive mechanisms, leading

to equivalent hypomethylated states in early cleavage stages accom-

panied by dynamic changes in histone modification (Hackett and Sur-

ani, 2013; Smith et al., 2012). The study of genomic imprinting, which

represents a paradigm of epigenetic erasure and resetting in the germ-

line, has revealed sophisticated mechanisms that enable DNA methyl-

ation imprints to resist the postfertilization wave of reprogramming

(Messerschmidt, 2012) (Figure 2). In early zebrafish embryos, the

paternal methylome is stably inherited without changing state during

early development, whereas the maternal methylome undergoes de-

methylation of oocyte-specific hypermethylated regions and de novo

methylation of oocyte-specific hypomethylated regions (Jiang et al.,

2013; Potok et al., 2013). How the zebrafish paternal methylome is

protected from remodeling during development, whereas the maternal

epigenome undergoes extensive remodeling, is unclear. In humans

and mice, certain genes are protected from protamine replacement

in sperm, preserving key histone variants and their modifications

(Brykczynska et al., 2010; Hammoud et al., 2009).

In flowering plants, meiocytes (gamete progenitors) differentiate

within floral organ primordia that arise from postembryonic stem

cells in shoot and floral meristems (Figure 2B). These stem cells remain

more or less undifferentiated from early embryogenesis until floral

determination but also give rise to somatic branches and leaves and

can sometimes be replaced by surrounding cells. For this reason, the

plant germline is poorly defined and is potentially subject to somatic

modification. Epigenetic inheritance is widespread in plants in part

because germline reprogramming of DNA methylation is limited to

asymmetric cytosines (or CHH, where H = A, C, T) in sperm cells.

CHHmethylation is regained after fertilization guided bymaternal small

RNA and further propagated in the embryo (Calarco et al., 2012; Ibarra

et al., 2012). Hence, unlikemammals, there is no overt germline reprog-

ramming of CG methylation. However, reprogramming in germline

companion cells (the vegetative nucleus in pollen and the central cell

in the ovule) coincides with loss of chromatin remodelers (Figure 2B),

and variants of histone H3 largely replace canonical variants in both

pollen cell types (Ingouff et al., 2007; Schoft et al., 2009). Some of

these variants cannot undergo key posttranslational modifications,

which may also contribute to loss of heterochromatin (Jacob et al.,

2014; Schoft et al., 2009). Companion cell reprogramming results

in transposon activation and the accumulation of small RNA in the

gametes (Figure 2B), which reinforces both imprinting and transposon

silencing in the germline (Hsieh et al., 2009; Slotkin et al., 2009).

Box 1. Definitions of Transgenerational Epigenetics

The term epigenetics was originally coined by Conrad Hal Waddington

in 1942 to describe the bridge between genotype and phenotype

during development. Subsequently, the definition shifted toward the

notion of heritability, in part due to studies on DNA methylation and

its potential role as a memory mark for propagating cell identity via

control of gene expression states. Although more recent definitions

range from the structural adaptation of chromosomal regions so as

to register, signal, or perpetuate altered activity states (Bird, 2007),

to environmental influences on gene expression and chromatin, here

we employ the term in the more conservative sense that concerns

the perpetuation of gene expression and function across cell divisions

without changes in DNA sequence.

The term transgenerational is often used rather broadly to describe

all nonsequence-based effects that can be transmitted from one gen-

eration to the next. However, it is important to distinguish parental (or

intergenerational) effects, such as the impact of in utero exposure to

particular nutritional, hormonal, or stress/toxin environments on the

developing embryo and its germline (which will eventually produce

grandchildren), from truly transgenerational effects (Figure 1) that are

found in generations that were not exposed to the initial signal or envi-

ronment that triggered the change (Daxinger and Whitelaw, 2012; Lim

and Brunet, 2013) (Ferguson-Smith and Patti, 2011).

96 Cell 157, March 27, 2014 ª2014 Elsevier Inc.



ddm1 and met1 mutants was greatly enhanced in double mu-

tants with histone modification and RNAi (Creasey et al., 2014;

Mathieu et al., 2007; Mirouze et al., 2009; Zemach et al., 2013),

indicating that these mechanisms can rescue methylation de-

fects to some extent. Epigenetic variants in garden varieties,

such as peloric flowers in toad flax and nonripening tomatoes,

also have unstable phenotypes associated with methylation

changes near genes, in a nearby transposon in at least one

case (Cubas et al., 1999; Manning et al., 2006).

In perhaps the most comprehensive studies to date, heritable

hypomethylated chromosomal segments have been propagated

for eight or more generations in so called ‘‘epi RILs’’ (epigenetic

recombinant inbred lines). These are constructed by backcross-

ing ddm1 and met1 mutants and selfing wild-type progeny

by single-seed descent (Johannes et al., 2009; Mirouze et al.,

2012). Many of these hypomethylated segments are inherited

through meiosis and mitosis (Figure 3). By high-throughput

phenotyping, quantititative genetics, and epigenetic profiling,

the phenotypic consequences of this epigenetic inheritance

could be determined, with many phenotypes displaying very

Figure 1. Transgenerational and Intergen-

erational Epigenetic Effects
Epigenetic changes in mammals can arise
sporadically or can be induced by the environment
(toxins, nutrition, and stress). In the case of an
exposed female mouse, if she is pregnant, the
fetus can be affected in utero (F1), as can the
germline of the fetus (the future F2). These are
considered to be parental effects, leading to
intergenerational epigenetic inheritance. Only F3
individuals can be considered as true trans-
generational inheritance (see Box 1) in the
absence of exposure. In the case ofmales in which
an epigenetic change is induced, the individual
(F0) and his germline (future F1) are exposed; the
F1 is thus considered as intergenerational. Only F2
and subsequent generations can be considered
for evidence of transgenerational inheritance.

high levels of epigenetic heritability (Co-

lomé-Tatché et al., 2012; Cortijo et al.,

2014). Several of the differentially methyl-

ated regions (DMR) behave as bona fide

epigenetic quantitative trait loci (QTLepi)

accounting for up to 90% of the heritabil-

ity for two complex traits, flowering time

and primary root length (Cortijo et al.,

2014). Up to 30% of these DMR exist in

natural populations (Schmitz et al.,

2013) suggesting that transposon cycling

is more prevalent than originally sup-

posed.

A limited number of epialleles have also

been described in mice. The expression

of certain transgenes was found to be

variable among littermates as was the

tendency for active or inactive states to

be inherited by the next generation. As

the mice used were genetically inbred, it

was deduced that the inheritance had

an epigenetic basis (Daxinger and Whitelaw, 2012). A few bona

fide cases of transgenerational inheritance at endogenous loci

in mammals have also been identified. Importantly, these were

associated with TEs—for example, at Agoutivy and AxinFu (axin

fused). Transcription originating in an intracisternal A particle

(IAP) retrotransposon inserted 100 kb upstream of the agouti

gene (A) causes ectopic expression of agouti protein, resulting

in yellow fur, obesity, diabetes, and increased susceptibility to

tumors (Daxinger and Whitelaw, 2012).

Just like cycling transposons in maize, Avy mice are epige-

netic mosaics for IAP retrotransposon activity and DNA methyl-

ation: isogenic Avy mice have coats varying from full yellow,

through variegated yellow/agouti, to full agouti (pseudoagouti).

The distribution of phenotypes among offspring is related to the

phenotype of the dam; when an Avy dam has the agouti pheno-

type, her offspring are more likely to be agouti (paternal trans-

mission has no effect on phenotype) (Daxinger and Whitelaw,

2012). This maternal epigenetic effect is not the result of a

maternally contributed environment. Rather, it results from

incomplete erasure of epigenetic modification when a silenced
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Avy allele is passed through the female germline. Parent-of-

origin effects probably arise because the resistance of IAPs

to epigenetic reprogramming differs between the male and fe-

male germline and also between maternal and paternal

genome postfertilization (Figure 2A), but no such difference is

found with AxinFu, which otherwise behaves in a similar fashion.

Intriguingly, the first mutations found to suppress Agoutivy in

the mouse were in similar genes, and in some cases ortholo-

gous genes, to those found in similar screens in Arabidopsis,

including DNA methyltransferases, histone deacetylases, chro-

matin remodelers, and other ATPases responsible for chro-

Figure 2. Germline Reprogramming of DNA

Methylation in Mice and Plants
(A) In mice, there are at least two rounds of
genome-wide DNA methylation reprogramming.
The first occurs just after fertilization, in the zygote
and early cleavage stages, to erase gametic
(sperm and oocyte) epigenomic marks. During this
phase of reprogramming, genomic imprints are
maintained. The other major reprogramming pro-
cess occurs in the germline, where the paternal
and maternal somatic programs are erased,
together with imprints, and the inactive X is re-
activated. Subsequent to this, parent-specific
imprints are laid down in the germline. In each
reprogramming window, a specific set of mecha-
nisms regulates erasure and re-establishment of
DNA methylation. Recent studies have uncovered
roles for the TET3 hydroxylase and passive de-
methylation, together with base excision repair
(BER) and the elongator complex, in methylation
erasure from the zygote (Seisenberger et al.,
2013). In the germline, deamination by AID, BER,
and passive demethylation has been implicated in
reprogramming, but the processes are still poorly
understood.
(B) In plants, meiocytes differentiate from somatic
cells, and the germline undergoes two to three
sterotypical mitotic divisions after formation of
the haploid microspore (pollen) and megaspore
(ovule) (Gutierrez-Marcos and Dickinson, 2012). In
pollen, symmetric CG and CHG methylation (H =
A,C,T) is retained in the microspore and sperm
cells, but CG methylation is lost from a few hun-
dred imprinted and other genes in the companion
vegetative cell nucleus. CHH methylation is
sharply reduced in the microspore and sperm
cells. 21 nt epigenetically activated siRNA and a
subset of 24 nt siRNA arise in the vegetative nu-
cleus but accumulate in sperm cells, where they
contribute to imprinting and epigenetic trans-
poson control. Modified from Calarco et al. (2012).

matin compaction (Daxinger and White-

law, 2012; Law and Jacobsen, 2010;

Eun et al., 2012). In humans, even if

transposons are not directly involved,

several potential epialleles (e.g., familial

predisposition to cancer via the MLH1

or DAPK1loci) also turned out to be

dependent on DNA sequence polymor-

phisms so that aberrant gene silencing

(epimutation) is established every gener-

ation but is erased in the germline

(Hitchins et al., 2011; Raval et al., 2007).

In both plants and animals, epigenetic inheritance of genes

controlled by transposons may reflect a predisposition of trans-

posons to DNA methylation and a resistance of transposons

to reprogramming, leading to transgenerational epigenetic ef-

fects—and, in some cases, parent-of-origin effects—providing

a potential basis for the evolution of imprinting (Gehring et al.,

2009; Walter et al., 2006). The only case so far in which transpo-

sons clearly impact imprinting in mammals is the mouse Rasgrf1

locus, where noncoding RNA and the PIWI-interacting RNA

(piRNA) pathway are required for de novomethylation of the pro-

moter DMR (Watanabe et al., 2011). A retrotransposon sequence
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within the noncoding RNA is targeted by piRNAs, which are

generated from similar transposons elsewhere. A direct repeat

in the DMR, which is required for methylation and imprinting of

Rasgrf1, serves as a promoter for this noncoding RNA. This

mechanism is highly reminiscent of heterochromatic silencing

in plants and fission yeast (see below), but the case for this im-

printed gene is rather singular, raising the question of why

most transposons and retroelement insertions in the mammalian

genome do not induce imprinting or epimutations at nearby

genes (Rebollo et al., 2012).

RNA Interference and Transcriptional Silencing
What are the factors that specify transposons and transgenes,

but not essential genes, for transgenerational silencing?

Building on classical work in maize, recent work in Arabidopsis,

Drosophila, and C. elegans suggests that small RNA may be an

essential component of the trigger that targets heritable

silencing. RNAi, which requires transcription, can initiate and

maintain a more permanent form of transcriptional silencing,

passed from generation to generation in the absence of

the small RNA trigger. Many of the clues to this mechanism

have come from fission yeast, in which RNAi guides histone

modifications, including methylation of histone H3 lysine-9

(H3K9) and the demethylation of H3K4. In fission yeast, histone

modification is achieved by cotranscriptional recruitment of

Box 3. Transgenerational Mechanisms

EPIGENETIC MECHANISMS

Self-Sustaining Feedback Loops
ThemRNA or protein product of a gene can stimulate its own transcrip-

tion. Such feedback loops can clearly enable heritable states of altered

gene expression without any need to evoke chromatin. However, it is

unlikely that such feedback loops alone would enable the propagation

of states throughout the length of development and in the germline of

complex organisms.

Chromatin-Based Mechanisms
DNA methylation is the best-studied epigenetic mechanism for trans-

generational inheritance but is neither universal nor as stable as once

thought, with dynamic changes during development and in the germ-

line. Its interplay with RNA interference in plants has provided some

detailed mechanistic information on epigenetic inheritance. Histone

variants and histone (and protamine) modifications are all potential

bearers of epigenetic information, and, together with their ‘‘writer’’

and ‘‘reader’’ complexes, histones can perpetuate chromatin states.

Polycomb and Trithorax group proteins (PcG and TrX), underlie ances-

tral memory strategies for maintaining gene activity in somatic cell lin-

eages, but so far, there is little evidence for PcG complexes as major

players in transgenerational inheritance. On the other hand, Trx (COM-

PASS) complexes, responsible for histone H3 lysine 4 (H3K4) methyl-

ation, the lysine-specific demethylase (LSD1) of histone H3K4 and

H3K9, and H3K9methyltransferases, have been implicated in transge-

nerational inheritance in C. elegans.

Noncoding and Coding RNA
RNAs of multiple types have been implicated in epigenetic inheritance

across generations. These include maternal stores of mRNAs and long

noncoding lncRNAs, as well as small RNAs that interfere with tran-

scription (siRNAs and piRNAs), mRNA stability, or translation (miRNA)

via RNAi. Some of these small RNAs are strong candidates for trig-

gering inheritance, as they guide DNA and histone modification in

plants, animals, and fungi.

Structural Templating
Prions—proteins that are propagated by changing the structure of

normal proteins to match their own—have transgenerational effects

in fungi, but so far, there is no evidence in plants or animals that prions

can act to transmit information through meiosis. Chaperones such as

Hsp90 can also mediate epigenetic variation and may have transge-

nerational effects.

CONFOUNDING TRANSGENERATIONAL
MECHANISMS

Cryptic Genetic Variation
Many examples of transgenerational epigenetic inheritance are, in fact,

likely to be DNA sequence based, although it may sometimes be diffi-

cult to pinpoint, even in supposedly genetically identical individuals.

Several types of such cryptic sequence variation, including copy num-

ber variants (CNVs), SNPs, de novo TE insertions, etc., could provide a

DNA basis for inheritance that otherwise appears epigenetic.

Behavioral Effects
There are numerous reports of experience-driven heritable changes in

the central nervous system (CNS) epigenome involving maternal or

Box 3. Continued

paternal behavior, diet, exposure to drugs of abuse, and endocrine

disruption. For example, maternal nurturing behavior of newborn

pups apparently triggers DNA methylation changes in CNS glucocorti-

coid receptor genes that persist into adult offspring and result in behav-

ioral changes (Champagne and Curley, 2009). Definitively determining

whether experience-driven, acquired epigenetic changes can propa-

gate through the germline and cause behavioral change in subsequent

generations is clearly a very seductive but highly controversial topic

(Lim and Brunet, 2013). Indeed, recent studies of social defeat pheno-

types in males were linked to maternal provisioning (whereby mothers

allocate resources to progeny depending on the quality of their mate)

rather than epigenetic inheritance (Dietz et al., 2011). Careful experi-

mental design is necessary to define the extent of heritability of experi-

ence-driven phenotypic changes, as well as underlying mechanisms.

Cross-fostering and in vitro fertilization can circumvent some of the is-

sues in such studies, although they provide confounding factors of

their own.

Microbiotic Effects
The intestinal flora—or microbiome—could also be a means of trans-

mitting information across generations. Furthermore, given the recent

links between metabolic and neurological diseases with the micro-

biome, apparent epigenetic inheritance linked with such phenotypes

could, in fact, be due to transmission via bacterial populations (Théo-

dorou, 2013).

Metabolites
Metabolites might also be transmitted from one generation to the next

and participate in bioenergetic feedback loops. These could be prop-

agated over generations and could also act as cofactors for chromatin

modification or RNA processing, for example.
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RNAi transcriptional silencing (RITS) and histone modification

complexes via binding of small RNA to PolII-dependent

noncoding RNA precursors. Spreading of these complexes

along the chromosome occurs by interaction with H3K9me2

itself and by interaction with DNA polymerase and the repli-

some during S phase. RNAi promotes the release of RNA

polymerase II and prevents DNA damage and defects in

heterochromatin repair (Castel and Martienssen, 2013; Keller

and Bühler, 2013).

RNA-Dependent DNA Methylation

In plants, as in fission yeast, it was also realized that RNAi was

linked to transcriptional silencing and was likely responsible for

the previously described process of RNA-directed DNA methyl-

ation (RdDM) (Eun et al., 2012; Law and Jacobsen, 2010; Slot-

kin and Martienssen, 2007). In Arabidopsis, genes required for

RdDM encode factors associated with the large subunits of

RNA polymerases PolIV and PolV, which are closely related

to PolII (Eun et al., 2012; Haag and Pikaard, 2011; Law and

Jacobsen, 2010). For example, RNA-dependent RNA polymer-

ase 2 is required for 24 nt siRNA biogenesis and is associated

with PolIV, whereas Argonaute proteins that bind 24 nt siRNA

are associated with PolV, as are chromatin remodelers, histone

methyltransferases, and DNA-binding proteins, suggesting a

link with chromatin as well as RNAi (Haag and Pikaard, 2011;

Law and Jacobsen, 2010). The de novo DNA methyltrans-

ferases DRM1 and DRM2 (homologs of mammalian Dnmt3),

the chromomethyltransferase CMT2, and several histone H3

lysine 9 methyltransferases (SUVH homologs of Su (Var) 3-9)

are also required for RdDM, but the direct link between RNAi,

DNA, and histone methylation remains unknown (Law and

Jacobsen, 2010; Stroud et al., 2014; Zemach et al., 2013).

Figure 3. Transgenerational Inheritance of

Hypomethylated DNA in Epigenetic Recom-

binant Inbred Lines, Known as epi-RILs
Arabidopsis plants homozygous for ddm1 lose
heterochromatic (transposon and repeat) methyl-
ation in a heritable fashion and were crossed to
otherwise-isogenic wild-type plants. Thus, the
genome of the ddm1/ddm1 parent is severely
hypomethylated (red) relative to that of the wild-
type parent (green). Backcrossing of the F1
progeny to the wild-type parental line was used to
remove the ddm1 mutation. Homozygous DDM1/
DDM1 lines were then self-crossed for six gener-
ations through single-seed descent to generate
recombinant inbred lines. Hundreds of parental
differences in DNA methylation states across the
genome were stably inherited in the epiRIL popu-
lation and account for most of the heritable varia-
tion observed for complex traits, such as flowering
time (early and late flowering phenotype, illus-
trated below each epi-RIL). Adapted from Cortijo
et al. (2014).

RdDM can correct transgenerational

defects in transposon methylation that

arise in ddm1. These transposons retain

or acquire siRNA in ddm1 mutants, and

RNAi is required for restoration of

silencing and methylation when DDM1

is reintroduced (Creasey et al., 2014;

Ito et al., 2011; Mirouze et al., 2009; Teixeira et al., 2009;

Zemach et al., 2013).

Paramutation

Around the same time that McClintock discovered transposable

element silencing, R. Alexander Brink, Ed Coe, Jr., and Marcus

Rhoades reported the first examples of transgenerational gene

silencing by ‘‘paramutation’’ in maize (Chandler, 2007; Hollick,

2012). Individual alleles at three different color gene loci gave

rise to epialleles with reduced pigmentation. These epialleles

silenced other alleles in heterozygotes, more or less perma-

nently. Silencing was allele specific, dose dependent, and

temperature dependent and occurred shortly after fertilization.

Numerous examples have now been described in plants

(Arteaga-Vazquez and Chandler, 2010), and powerful genetic

screens in maize uncovered a central role for RNAi (Chandler,

2007; Hollick, 2012): mop1 (mediator of paramutation 1) and

mop2 encode orthologs of RNA-dependent RNA polymerase 2

and the large subunit of RNA polymerase IV, respectively,

whereas rmr6 (required to maintain repression6) encodes the

second largest subunit of PolIV. Accessory factors, such

as the chromatin remodeler RMR1, the plant-specific RMR2,

and the DNA-binding protein CBBP (Barbour et al., 2012; Brze-

ska et al., 2010) likely interact with paramutated loci. DNA

methylation is found at most paramutable loci, and there are

up to 2,000 such loci in maize (Eichten et al., 2013; Regulski

et al., 2013), but DNA methylation changes are modest and

may not be responsible for silencing (Chandler, 2010). The pro-

moters of paramutable genes usually contain transposons and

repeats (Chandler, 2007; Erhard et al., 2013; Hollick, 2012),

which act in trans as the apparent source of small RNA (Ar-

teaga-Vazquez et al., 2010). Inverted repeats can also drive
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transgenerational silencing of transposons by RdDM in maize

(Figure 4B). This coordinate silencing of transposons, reminis-

cent of paramutation, also depends on RDR2 (in both maize

and Arabidopsis) and might operate by a similar mechanism

(Lisch, 2012, 2013; Marı́-Ordóñez et al., 2013).

RNA interference in C. elegans has long-term multigenera-

tional consequences that resemble paramutation (Figure 4A).

In worms, inactive transgene arrays containing viral and reporter

genes heritably silence active arrays (Rechavi et al., 2011).

Resembling paramutation, maintenance of silencing depends

on an endogenous RNA-dependent RNA polymerase, encoded

by rrf1, that is responsible for the generation of 22Gs, which

are endogenous 22 nt small RNA that preferentially begin with

50 guanosine triphosphate (G). piRNA, known as 21Us in

C. elegans, can trigger endogenous secondary 22Gs that bind

nuclear, noncatalytic, worm-specific argonautes (WAGOs).

These 22Gs can direct silencing of transgenes and endogenous

genes for more than 20 generations (Ashe et al., 2012; Buckley

et al., 2012; Burton et al., 2011; Gu et al., 2012; Shirayama

et al., 2012). Again, silent transgenes silence other transgenes

Figure 4. Mechanisms for Transgenerational Inheritance
(A) In C. elegans, triggers such as environmental RNAi and endogenous piRNAs lead to the establishment of a nuclear RNAi/chromatin pathway. Maintenance of
silencing requires nuclear RNAi factors, including the germline-specific nuclear Argonaute HRDE-1/WAGO-9 and chromatin proteins such as the HP1 ortholog
HPL-2 and the putative histone methyltransferases SET-25 and SET- 32. Silencing can be maintained into the F1 for multiple generations (F1–F5) or can become
epiallelic with multigenerational, nonstochastic inheritance. Silencing appears to be suppressed by a germline licensing pathway that recognizes bona fide
germline transcripts (CSR-1 22G-RNA pathway) and enhanced through the recognition of unpaired DNA during meiosis. Courtesy of Ashe et al. (2012).
(B) In plants, the shoot apical meristem contains stem cells that give rise to leaves and flowers, in which meiocytes and gametes differentiate (Box 2). Small RNAs
from roots and leaves are mobile and can re-enter the meristem and, eventually, the flowers. In maize, small RNAs from ‘‘Mu-killer’’ are derived by transcription of
a rearranged variant of the 50 end of theMuDR element. The resulting transcript forms a hairpin, which is processed into small RNAs that target MuDR elements for
DNAmethylation.When nearby genes are controlled byMutator transposons,MuDRmethylation can be visualized as phenotypic sectors inherited by successive
leaves, by flowers, and by seeds in the next generation (Lisch, 2012; Slotkin andMartienssen, 2007). Environmental triggers (drought, temperature, and herbivory)
can regulate transposon transcription in plants and could hypothetically lead to transgenerational inheritance through similar mechanisms. Modified from Lisch
(2012) and Martienssen et al. (1990).
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in a dominant fashion, resembling paramutation (Ashe et al.,

2012).

An important example of paramutation that depends on piRNA

was also reported in Drosophila. Tandem arrays of P element

transposons that contain reporter genes exhibit a trans-silencing

effect (TSE) in that they can silence similar arrays on other chro-

mosomes but only when transmitted through thematernal germ-

line. Like paramutation in maize, TSE in Drosophila is nonallelic

and somewhat unstable but is maintained for >50 generations

(de Vanssay et al., 2012). TSE requires Aubergine (a metazoan

piwi protein), but not RNA-dependent RNA polymerase (which

is absent fromDrosophila) or Dicer-2 (which is required for siRNA

biogenesis). Such arrays generate large amounts of piRNA but

only when they are silenced, resembling heterochromatic repeat

arrays in S. pombe (Castel and Martienssen, 2013; Keller and

Bühler, 2013) and Arabidopsis (Stroud et al., 2014) in this

respect. Again, silent target arrays are potent silencers them-

selves, thus fulfilling the definition of paramutation via maternal

piRNA (de Vanssay et al., 2012).

In mammals, very few paramutation-like phenomena have

been reported. The best known is the murine Kittm1Alf allele (Ras-

soulzadegan et al., 2006), whereby a LacZ insertion at the Kit

locus produces a Kit-LacZ fusion (resulting in nonfunctional

Kit protein) that leads to melanocyte defects. Wild-type progeny

from Kit heterozygous parents (and some control progeny) dis-

played the Kit phenotype, but this transmission disappeared af-

ter a few generations (F4). The transgenerational phenotype was

linked to RNA transmission based on microinjection experi-

ments, and the tRNA methyltransferase Dnmt2 was implicated

(Kiani et al., 2013), although the molecular basis for such trans-

generational inheritance remains unclear.

Histone Modification

Similarities between RNAi-mediated heterochromatic silencing

in S. pombe and paramutation in C. elegans and Drosophila,

neither of which have DNA methylation, suggest that histone

modifications might also be important for transgenerational

inheritance (Castel and Martienssen, 2013). WAGO/NRDE/

HRDE-mediated silencing in worms (Figure 4A), Piwi-mediated

silencing in Drosophila, and RdDM in plants all result in histone

H3K9 methylation and depend on it, to some extent, for their

transgenerational effects (Burkhart et al., 2011; Gu et al., 2012;

Huang et al., 2013; Law and Jacobsen, 2010; Le Thomas et al.,

2013; Rozhkov et al., 2013; Shirayama et al., 2012; Sienski

et al., 2012). Differences between yeast, plants, and worms

include differing dependence of H3K9me2 (and transcriptional

silencing) on argonaute catalytic activity (Ashe et al., 2012; Irvine

et al., 2006; Qi et al., 2006; Shirayama et al., 2012), reflecting the

multiplicity of argonautes in metazoans and plants. Another

important difference is that, in addition to histone methylation,

plants also deploy DNA methylation downstream of RNAi,

although RdDM of transposons can take several generations to

take effect (Law and Jacobsen, 2010; Marı́-Ordóñez et al.,

2013; Teixeira et al., 2009). For example, although RdDM is high-

ly active in pollen (Box 2), it does not silence transposons in the

vegetative nucleus (Calarco et al., 2012; Ibarra et al., 2012; Slot-

kin et al., 2009). It seems likely, therefore, that histone modifica-

tions may play an important role in transgenerational inheritance

even in plants, especially in the germline.

Screens for loss of transgenerational germline silencing were

performed in C. elegans (Ashe et al., 2012; Buckley et al.,

2012), leading to the identification ofHRDE-1 (heritable defective

RNAi) as WAGO-9, an argonaute related to NRDE-3, and an

H3K9 methyltransferase SET-25, as well as a putative histone

methyltransferase, set-32 (Figure 4B). Further, even though the

NRDE genes were identified in a screen for somatic silencing de-

fects,NRDE1 toNRDE4were also required for transgenerational

germline silencing and displayed hrde phenotypes. HRDE-1

binds 22G secondary endo-siRNA from several thousand genes,

pseudogenes, and cryptic loci, resembling NRDE-3 in this

respect, but only in the germline. Also like NRDE-2/3/4, HRDE-

1 is required for H3K9 methylation at many of these loci in the

germline (Buckley et al., 2012).

Remarkably, both nrde and hrde mutants exhibit progressive

loss of fertility of both male and female gametes, as well

as loss of gametogenesis itself, after many generations of

inbreeding (Buckley et al., 2012). These defects are fully restored

when crossed to wild-type, indicating that they are unlikely due

to accumulating chromosomal abnormalities. This was not the

first time such a phenotype had been observed: mutants in

LSD1, the enzyme responsible for demethylation of H3K4,

have a very similar progressive loss of fertility, such that later

generations have few, if any, offspring compared to early

generations (Katz et al., 2009). In another study, mutants in an

H3K4 methyltransferase complex caused a heritable increase

in longevity for multiple generations after the normal activities

of the factors were restored (Greer et al., 2011). In each case,

H3K4 methylation, a mark associated with actively transcribed

genes, seems to be involved. One idea is that the inability to

reprogram this transcriptional histone mark in the germline

results in aberrant memory of transcription that increases

longevity on the one hand but reduces fertility on the other.

Thus, the balance between fertility (germline immortality) and

longevity (somatic mortality) may be one of the most profound

consequences of epigenetic transgenerational inheritance (Lim

and Brunet, 2013).

In some ways, mutants in ddm1 in Arabidopsis resemble

mutants in lsd1 in worms, as they both display elevated levels

of H3K4me2, especially in heterochromatin (Lippman et al.,

2004). Interestingly, ddm1 mutants also progressively lose

fertility over generations of inbreeding (Kakutani et al., 1996)

and lose it much more rapidly in double mutants in which both

transcriptional and posttranscriptional silencing are lost (Crea-

sey et al., 2014; Mathieu et al., 2007). Thus, it is possible that

RNAi and histone modification also play a role in germline

immortality in plants.

Germline Reprogramming and Imprinting
A major barrier to transgenerational epigenetic inheritance

is germline reprogramming, during which histone variants and

their modifications, as well as small RNAs and DNA methylation,

are all reset (Box 2). In mammals, reprogramming occurs both

in the germline and in the zygote immediately after fertilization

(Figure 2A). Imprinted loci succumb to germline reprogramming

but resist the postzygotic phase. The mechanisms that maintain

the DNA methylation of imprint control regions (ICRs) in the face

of global demethylation in the zygote have recently started to
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be unraveled. On the one hand, specific factors (PGC7/Stella/

Dppa3) prevent demethylation by binding H3K9me2 and block-

ing Tet3 activity (which can convert 5-meC to 5-hydroxyl-meC)

on the maternal genome, as well as at imprinted loci in the

paternal genome (Nakamura et al., 2012). Also, the DNA-binding

factor Zfp57, together with Kap1/Trim28, is critical for postfer-

tilization maintenance of maternal and paternal methylation

imprints (Li et al., 2008; Messerschmidt et al., 2012). In the germ-

line, where all known imprints appear to be erased, the efficiency

of DNA methylation reprogramming of the epigenome has been

comprehensively assessed in two recent studies in the mouse

(Hackett et al., 2012; Seisenberger et al., 2012). Genome-wide

DNA methylation profiling revealed that, although the bulk of

the genome (including imprinted loci) becomes demethylated

in primordial germ cells, a number of loci (4,730) that escape

this demethylation (showing >40% 5 mC) in PGCs were found

to be predominately repeat associated—in particular, IAPTR1

elements, which are the most active and mobile (thus potentially

mutagenic) repeat elements that may thus need to be silenced

even during germline reprogramming. In addition to these

IAPs, 233 single-copy loci with >40% 5 mC were found. Why

these loci are particularly prone to escape reprogramming is still

not clear, but they could represent prime candidates for possible

transgenerational inheritance in mammals.

In C. elegans, the germline undergoes characteristic alter-

ations in histone modifications that result in meiotic silencing of

unpaired DNA, which efficiently silences most transgene arrays

in the germline, as well as the X chromosome in males, and de-

pends on the RdRP ego-1, which is responsible in part for 22Gs

(Kelly and Aramayo, 2007). piRNA, known as 21Us, can also

trigger endogenous secondary 22Gs that bind nuclear, noncata-

lytic WAGOs and silence transposons and some endogenous

genes (Ashe et al., 2012; Buckley et al., 2012; Burton et al.,

2011; Gu et al., 2012; Shirayama et al., 2012). Germline genes

are thought to be protected from silencing by another argonaute,

CSR-1, that binds the same 22G siRNA. This has led to the idea

that piRNA scan the genome to silence foreign, non-self DNA,

whereas CSR-1 22Gs prevent silencing, perhaps by restricting

siRNA access to WAGO in the germline (Shirayama et al.,

2012). A similar scanning mechanism has been proposed in cil-

iates that recognize transposons and other insertion sequences

that are present in zygotic genomes, but not in the maternal

genome, via small RNA (Chalker and Yao, 2011).

In plants, the extent of germline reprogramming of DNA

methylation has been examined by whole-genome bisulphite

sequencing in pollen cell types (Calarco et al., 2012; Ibarra

et al., 2012). In sperm cells and their microspore progenitors,

more than 80% of mC residues are retained, including all those

in a symmetric (CG or CHG, where H is A,C,T) sequence context,

but asymmetric CHH methylation is specifically reduced

(Figure 2B). As mCHH is guided by small RNA, this allows for

reprogramming of this epigenetic mark after fertilization (Jullien

et al., 2012), when the majority of 24 nt heterochromatic siRNA

is provided by the maternal genome (Mosher et al., 2009).

This results in transgenerational maternal silencing of other-

wise-active retrotransposons by RNA-guided DNA methyl-

ation (Marı́-Ordóñez et al., 2013; Reinders et al., 2013) and

may be related to ‘‘self-non-self’’ distinction in Tetrahymena,

C. elegans, and Drosophila (Brennecke et al., 2008; Chalker

and Yao, 2011; de Vanssay et al., 2012; Shirayama et al., 2012).

24 nt and 21 nt siRNA pathways antagonize each other in

plants (Creasey et al., 2014; Jauvion et al., 2012; Marı́-Ordóñez

et al., 2013), reminiscent of WAGO and CSR-1 22Gs in

C. elegans, and may participate in scanning for ‘‘non-self’’ trans-

posons in pollen (Slotkin et al., 2009). 21 nt secondary siRNA

(epigenetically activated siRNA or easiRNA) are triggered by

miRNA (Creasey et al., 2014) and target transposons that are

strongly activated in the vegetative nucleus (Figure 2), accompa-

nied by downregulation of DDM1 (Calarco et al., 2012; Ibarra

et al., 2012; Slotkin et al., 2009). 21 nt easiRNA accumulate in

sperm cells, where they recognize these same transposons in

the germline (Slotkin et al., 2009) and could contribute to

reduced RdDM. After fertilization, methylation levels are restored

in the embryo (Figure 2) but remain low in the endosperm, an ex-

trambryonic tissue in the seed that is the product of fertilization of

the central cell nucleus (companion to the egg cell) with a second

sperm cell. The endosperm also acts a source of mobile small

RNA that may reinforce RdDM in the embryo (Hsieh et al.,

2009). Imprinting in flowering plants is largely restricted to the

endosperm, and, in sperm cells, maternally expressed imprinted

genes are protected from reprogramming by 24 nt siRNA from

the vegetative nucleus that triggers RdDM in sperm (Calarco

et al., 2012; Ibarra et al., 2012). For this reason, imprinting of a

subset of imprinted maternally expressed genes (MEGs) de-

pends on RdDM (Vu et al., 2013). However, small RNA has not

yet been implicated in resistance to reprogramming inmammals.

Epigenetic Variation and the Adaptive Inheritance of
Acquired Traits
DNA sequence change (mutation) can be a slow process and is

therefore not ideal for an organism or population to survive in a

dynamic environment. Epigenetic mechanisms, modulated by

environmental cues, have been proposed to enable ‘‘soft inher-

itance,’’ permitting adaptation to fluctuating environments and

nutrition (Richards, 2006). The question is the following: can

epigenetic inheritance truly represent such soft inheritance,

given the resetting of epigenetic marks between generations?

In plants, evidence for heritable epigenetic variation is more

than half a century old and likely reflects the high heritability

and limited reprogramming of epigenetic variants in the germ-

line, so that epialleles can be propagated for literally hundreds

of years (Cubas et al., 1999). Many, perhaps most, of these

epialleles are induced by transposons that bring nearby genes

under their control (Slotkin and Martienssen, 2007). In animals,

by contrast, there are relatively few examples of heritable epige-

netic variation at individual genes, but there are many examples

of quantitative epigenetic traits that appear to respond to envi-

ronmental—and especially nutritional—cues experienced by

former generations. For example, in the nematode C. elegans,

exposure to an olfactory cue early in development affects

behavior when encountering the chemical in adulthood, a pro-

cess known as olfactory imprinting, and this behavior can then

be transmitted over more than 40 generations (Remy, 2010).

Worms that have been imprinted not only exhibit a more robust

ability to migrate toward the chemical but also lay significantly

more eggs. Although the mechanisms remain unclear, olfactory
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imprinting provides a memory of a favorable environment that

can be passed onto multiple generations (Remy, 2010). It is

possible, therefore, that the very short generation time, acute

exposure to the environment, and the abundance of small RNA

have predisposedC. elegans, like plants, to dispense with germ-

line reprogramming to some extent and indulge in transgenera-

tional inheritance.

The degree to which germline reprogramming and transge-

nerational inheritance have contributed to potentially adaptive

epigenetic variation in plants has been explored by genome-

wide profiling of DNA methylation in natural and inbred

populations. These studies have revealed the extent of DNA

methylation cycling and paramutation-like behavior and their

contribution to epigenetic variation (Becker et al., 2011; Becker

and Weigel, 2012; Eichten et al., 2013; Greaves et al., 2012; Li

et al., 2013; Regulski et al., 2013; Schmitz et al., 2013; Schmitz

et al., 2011). Cycling contributes to the limited epigenetic varia-

tion found in individuals (Becker et al., 2011; Schmitz et al.,

2011), whereas DNA methylation at most retrotransposons is

more faithfully maintained. There are also a few hundred

conserved targets of RdDM that never lose methylation in inbred

populations (Schmitz et al., 2013), resembling a sort of

epigenetic selective sweep (Vaughn et al., 2007). Interestingly,

many of these same regions are demethylated in the vegetative

nucleus of the pollen grain, along with imprinted genes (Calarco

et al., 2012; Ibarra et al., 2012), and reinforce silencing in sperm

cells via mobile 24 nt small RNA (Figure 2). Some of these genes

are required for pollen tube growth providing a plausible

evolutionary origin (Schmitz et al., 2013). Paramutation has

also contributed to epigenetic variation in natural populations

and sometimes occurs between nonallelic positions, leading to

hybrid incompatibility reminiscent of the Dobzhansky-Bateson-

Muller effect (Durand et al., 2012). Examples include PAI2,

a nonessential gene that is heritably silenced by an unlinked

inverted repeat in a subset of Arabidopsis accessions (Enke

et al., 2011; Schmitz et al., 2013), and AtFOLT1, an essential

gene that can be paramutated by nonallelic epialleles, resulting

in inviable transgressive phenotypes in hybrids (Durand et al.,

2012).

Although heritable epigenetic variation clearly exists in na-

ture, it is very important to distinguish random epivariation

acted on by selection from adaptive epigenetic variation

induced by the environment. These two forms of transgenera-

tional inheritance may well be related, but this assumption is

not yet justified. For example, transgenerational viral reporter

gene silencing in C. elegans may be related to an adaptive anti-

viral response, triggered by viral infection, but no such antiviral

response has been explicitly demonstrated with this heterotypic

virus (Rechavi et al., 2011). Further, it is only when individuals

that are truly genetically identical exhibit a range of phenotypes

that are heritable that these can truly be attributed to epivaria-

tion. When the genes underlying the particular trait are not

known, it is almost impossible to rule out DNA sequence

mutation. For example, outbred rats exposed to the fungicide

vinclozolin in utero exhibited diminished male fertility over three

to four generations of offspring, transmitted through the

male germline (Anway et al., 2005). However, no effects were

observed with another strain of inbred rats, raising the possi-

bility that genetic variation was responsible for the effect

(Schneider et al., 2008).

Clearly, epigenetic variation can respond to the environment.

However, whether this has any impact on adaptive fitness is

far from clear. For example, in Drosophila heat shock or osmotic

stress-inducedwhite gene derepression can be inherited mater-

nally and paternally over several generations before returning to

the normal state (Seong et al., 2011). In mice, Agoutivy mothers

can modulate the coat color phenotype of their progeny through

a specific diet of methyl donors, but this effect is only transmitted

over two generations and is lost by the third (Daxinger andWhite-

law, 2012), indicating that the influence of diet is not stable or

truly transgenerational (Box 1). However, genetic variation

at the Agouti locus can come under very rapid adaptive selec-

tion for coat color ‘‘camouflage’’ (Linnen et al., 2013), raising

the question as to whether some haplotypes may be prone to

epigenetic variation as well.

In plants, there is no question that environmental cues such as

temperature can have transgenerational effects on paramutation

(Brink et al., 1968) and on transposon activity (Slotkin and Mar-

tienssen, 2007), which is often temperature sensitive and can

be inherited when remethylation by RdDM is abolished (Ito

et al., 2011). Attempts to demonstrate adaptive epigenetic

change in plants have focused on biotic and abiotic stress and

have proved much more problematic. Plant breeders often

note that the introduction of a foreign variety appears to involve

a process of adaptation, such that seeds and clonal propagules

(cuttings) become progressively more adapted to new climates

and new pathogen loads (Holeski et al., 2012). However, at-

tempts to experimentally demonstrate adaptive epigenetic vari-

ation in stress tolerance have so farmetwith very limited success

(Slaughter et al., 2012), and intergenerational maternal effects on

seeds, similar tomaternal effects inmammals (Figure 1), are hard

to rule out (Pecinka and Mittelsten Scheid, 2012).

Perhaps the best known epigenetic environmental cue in

plants is the influence of temperature and season on flowering

time (Andrés and Coupland, 2012; Ream et al., 2012; Song

et al., 2012). Some Arabidopsis species and related brassicas

are known as ‘‘winter annuals’’ and encode a floral repressor,

the FLC MADS box transcription factor, that prevents flowering

in embryos and young plants. Prolonged periods of cold (more

than a few weeks) experienced in winter result in stable epige-

netic silencing of FLC. This process, called vernalization, involves

plant homeodomain (PHD)-containing proteins, Polycomb

Repressive Complex 2, and antisense transcription. The cold-

induced epigenetic silencing allows flowering to occur when

photoperiod is long again in the following spring. Although the

mechanism of cold sensing remains unclear, long-term silencing

of FLC is achieved through trimethylation of H3K27. In principle,

this memory of winter could be retained in the next generation,

but instead, it is robustly reset in the germline and early embryo

(Sheldon et al., 2008). Upregulation of FLC, even in plants that

have not experienced cold, suggests that the resetting process

may be part of the genome-wide epigenetic reprogramming

that occurs during embryogenesis (Song et al., 2012). This reset-

ting does not seem to involve DNA methylation, but histone

modification and replacement undergo drastic changes in the

germline and could be responsible (Ingouff et al., 2007; Schoft
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et al., 2009). Lysenko contributed significantly to the discovery of

this cold-inducedphenomenon inwheat andother cereals before

the molecular basis of vernalization was known. However, he

famously and unfortunately went on to propose that early flower-

ing, inducedbyprolonged cold, could be inherited as an acquired

trait. This led to disastrous attempts to rapidly breed high-

yielding wheats that could be planted in the spring.

Thus, although the notion of adaptive epigenetic inheritance

retains considerable appeal, concrete evidence frommodel sys-

tems is still lacking. Lysenko and Burbank were both followers of

Lamarck in that they believed that the inheritance of acquired

traits should underlie evolution, and it is often forgotten that Dar-

win himself considered Lamarck’s hypothesis sound. In The

Variation of Animals and Plants under Domestication (1868),

Darwin even proposed the existence of ‘‘gemmules,’’ pieces of

information that could arise in somatic cells under environmental

challenge, modify the germline, and confer some advantage on

the progeny in the next generation. A molecular basis for such

signals has long eluded geneticists, but RNA interference is a

modern-day candidate with renewed appeal. This is because

small RNA signals are highly mobile, being transmitted through

the gut in C. elegans, through the vasculature and plasmodes-

mata in plants, and through exosomes and even serum in mam-

mals. At least inC. elegans, these small RNAs or their derivatives

can enter the germline and mediate heritable transcriptional

silencing in subsequent generations using histone modification

mechanisms analogous to fission yeast. One can easily imagine

a scenario in which, for example, pathogen infection in one gen-

eration might give rise to small RNAs that are inherited in the

next, conferring some level of resistance. However, such inheri-

tance of adaptive resistance has not yet been demonstrated,

despite tantalizing clues in both plants and animals (Hilbricht

et al., 2008; Rechavi et al., 2011; Yu et al., 2013).

Implications for Human Health
Given the medical and public health implications (Jirtle and

Skinner, 2007), numerous studies have examined the potential

for epigenetic inheritance of nutritional metabolic risk in human

and mouse populations. It has been proposed that alterations

in paternal diet (high-fat or low-protein diets) or else aprior history

of intrauterine exposure to maternal caloric restriction can result

in increased metabolic risk in offspring (also known as Barker’s

theory [Hales and Barker, 2013]). Nutritional conditions during

uterine development may have effects later in life and may influ-

ence theoccurrence of adultmetabolismanddiseases. Thus, un-

der poor nutritional conditions, the fetal environment could

modify the development of the embryo to prepare the offspring

for a future environment with low resources during adult life

(‘‘thrifty’’ phenotype). For example, during the Dutch famine at

the end of WWII, individuals exposed to famine during gestation

had a poorer glucose tolerance than those born the year before

the famine. Studies have found increased neonatal adiposity

among the grandchildren of women who had been under-

nourished during pregnancy. Furthermore, offspring of prenatally

undernourished fathers, but not mothers, were heavier andmore

obese than offspring of fathers and mothers who had not been

undernourished prenatally (Painter et al., 2008; Veenendaal

et al., 2013). No evidence of transgenerational effects of grand-

maternal undernutrition during gestation was found, but the

increased adiposity in the offspring of prenatally undernourished

fathers might lead to chronic disease rates in the future.

Recent studies in rodent models have focused on nutritional

effects transmitted via the paternal lineage (as this avoids the

confounding effects of in utero variations). Mice fed a low-protein

diet passed on a high-cholesterol phenotype, with gene expres-

sion differences and modest DNA methylation differences to

their paternal offspring (Carone et al., 2010; Radford et al.,

2012). The sons of mothers calorically restricted during preg-

nancy transmit metabolic phenotypes to offspring with altered

transcript profiles evident prior to onset of disease (Radford

et al., 2012). Such paternal-lineage risk is likely to be conferred

via sperm, although whether this is via alterations in chromatin,

small RNAs, or other agents is currently unclear (Ferguson-Smith

and Patti, 2011; Rando, 2012). No global alterations in sperm

methylation have been noted so far. Furthermore, most paternal

RNAs are thought to be degraded shortly after fertilization, and

although some histones may persist in sperm chromatin (Brykc-

zynska et al., 2010; Hammoud et al., 2009), most are rapidly re-

placed upon fertilization. Another study (Padmanabhan et al.,

2013) found that a mutation in folate metabolism (methionine

synthase reductase [Mtrr]) led to epigenetic instability and trans-

generational effects on development. Although epigenetic inher-

itance may contribute to these effects, as shown by altered DNA

methylation profiles, mutations induced under these conditions

could not be excluded, as folate metabolism regulates nucleo-

tide biosynthesis pathways and, hence, might have an impact

on genetic mutation/DNA repair mechanisms. Furthermore,

epigenetic instability might lead to reactivation of TEs and inser-

tional mutations.

Even though epidemiological studies and animal models pro-

vide support for the ‘‘thrifty phenotype’’ hypothesis, most of the

studies so far concern intergenerational (parental or grandpa-

rental exposure) rather than truly transgenerational inheritance

(Figure 1), and in most of the epidemiological studies, it has

been difficult to rule out other effects (Box 3) such as the influ-

ence of postnatal nutritional environment and the use of cohorts

where important covariates are missing. Nevertheless, it is clear

that different nutritional cues during infancy and childhood can

have adverse effects during adult life, and exposure to pollut-

ants, alcohol, and tobacco can affect fetal programming. Such

phenomena have now been put under the umbrella of DOHaD

‘‘developmental origins of health and disease,’’ which proposes

that a wide range of environmental conditions during embryonic

development and early life determine susceptibility to disease

during adult life (Hochberg et al., 2011). Whether such effects

result in bona fide transgenerational epigenetic inheritance

over multiple generations seems unlikely given the robust re-

programming found in the mammalian germline. Further investi-

gations will clearly be needed using well-controlled experiments

in mammalian models and large, well-characterized cohorts in

epidemiological studies.

Conclusions
In conclusion, in plants and in some animals such as nematodes,

transgenerational epigenetic inheritance is well documented and

relatively common. Epialleles may even form the basis of some
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complex traits in plants, where epigenetic inheritance is usu-

ally—if not always—associated with transposable elements,

viruses, or transgenes and may be a byproduct of aggressive

germline defense strategies. In mammals, epialleles can also

be found but are extremely rare, presumably due to robust germ-

line reprogramming. How epialleles arise in nature is still an open

question, but environmentally induced epigenetic changes are

rarely transgenerationally inherited, let alone adaptive, even in

plants. Thus, although much attention has been drawn to the

potential implications of transgenerational inheritance for human

health, so far there is little support. On the other hand, the human

transmission of culture and improved habits is clearly Lamarck-

ian. To quote S.J. Gould (Gould, 1980), ‘‘human cultural evolu-

tion, in strong opposition to our biological history, is Lamarckian

in character. What we learn in one generation, we transmit

directly by teaching and writing.’’ In this and other respects,

perhaps it is premature to compare humans to plants (as Bur-

bank did) in terms of their capacity to recall past environments,

in this generation and the next.
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E.M., Hur, J.K., Aravin, A.A., and Tóth, K.F. (2013). Piwi induces piRNA-guided

transcriptional silencing and establishment of a repressive chromatin state.

Genes Dev. 27, 390–399.

Li, X., Ito, M., Zhou, F., Youngson, N., Zuo, X., Leder, P., and Ferguson-Smith,

A.C. (2008). A maternal-zygotic effect gene, Zfp57, maintains both maternal

and paternal imprints. Dev. Cell 15, 547–557.

Li, Q., Eichten, S.R., Hermanson, P.J., and Springer, N.M. (2013). Inheritance

patterns and stability of DNA methylation variation in maize near-isogenic

lines. Genetics. Published online December 20, 2013. http://dx.doi.org/10.

1534/genetics.113.158980.

Lim, J.P., and Brunet, A. (2013). Bridging the transgenerational gap with

epigenetic memory. Trends Genet. 29, 176–186.

Linnen, C.R., Poh, Y.P., Peterson, B.K., Barrett, R.D., Larson, J.G., Jensen,

J.D., and Hoekstra, H.E. (2013). Adaptive evolution of multiple traits through

multiple mutations at a single gene. Science 339, 1312–1316.

Lippman, Z., Gendrel, A.-V., Black, M., Vaughn, M.W., Dedhia, N., McCombie,

W.R., Lavine, K., Mittal, V., May, B., Kasschau, K.D., et al. (2004). Role of

transposable elements in heterochromatin and epigenetic control. Nature

430, 471–476.

Lisch, D. (2012). Regulation of transposable elements in maize. Curr. Opin.

Plant Biol. 15, 511–516.

Lisch, D. (2013). How important are transposons for plant evolution? Nat. Rev.

Genet. 14, 49–61.

Manning, K., Tör, M., Poole, M., Hong, Y., Thompson, A.J., King, G.J., Giovan-

noni, J.J., and Seymour, G.B. (2006). A naturally occurring epigenetic mutation

in a gene encoding an SBP-box transcription factor inhibits tomato fruit

ripening. Nat. Genet. 38, 948–952.
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Ebolaviruses cause a severe hemorrhagic fever syndrome that is rapidly fatal to humans and
nonhuman primates. Ebola protein interactions with host cellular proteins disrupt type I and type
II interferon responses, RNAi antiviral responses, antigen presentation, T-cell-dependent B cell
responses, humoral antibodies, and cell-mediated immunity. This multifaceted approach to
evasion and suppression of innate and adaptive immune responses in their target hosts leads to
the severe immune dysregulation and ‘‘cytokine storm’’ that is characteristic of fatal ebolavirus
infection. Here, we highlight some of the processes by which Ebola interacts with its mammalian
hosts to evade antiviral defenses.

Introduction
The Filoviridae family consists of three genera: Marburgvirus,

Ebolavirus, and the newly identified Cuevavirus. Within the Ebo-

lavirus genus, there are five species, including Zaire ebolavirus,

Sudan ebolavirus, Bundibugyo ebolavirus, Taı̈ Forest ebolavirus,

and Reston ebolavirus. Filoviruses were first identified as the

causative agent of a hemorrhagic fever syndrome in Marburg,

Germany in 1967. Nine years later, the first two ebolaviruses

were described in the Democratic Republic of Congo (formerly

Zaire) and Sudan. Since then, more than 30 Ebola virus disease

outbreaks have infected thousands, with a mean case fatality

rate of&65% in humans (Hartman et al., 2010). The recent Ebola

virus disease outbreak in West Africa began in March of 2014

and has thus far caused more than 8,000 confirmed and prob-

able cases, with a case fatality rate of about 50% (for the latest

information see: http://www.who.int/csr/disease/ebola/en/).

Virus Life Cycle
Ebola particles are enveloped, filamentous, and contain a mo-

nopartite negative-sense RNA genome. Though Ebola initially

targets macrophages and dendritic cells, it is able to infect

almost all cell types, with the exception of lymphocytes (Wool-

Lewis and Bates, 1998; Yang et al., 1998). Virus particles have

been proposed to attach to host cells through multiple plasma

membrane surface-expressed proteins (e.g., C-type lectins,

DC-SIGN, integrins, TIM-1, Axl) (Alvarez et al., 2002; Baribaud

et al., 2002; Kondratowicz et al., 2011; Lin et al., 2003; Schorn-

berg et al., 2009; Shimojima et al., 2006; Simmons et al., 2003;

Takada et al., 2000). Once attached to the plasma membrane,

the viral envelope glycoprotein induces particle uptake via mac-

ropinocytosis. The induction of macropinocytosis appears to be

dependent on the action of cell surface proteins, including TIM-1

and Axl (Aleksandrowicz et al., 2011; Brindley et al., 2011; Hunt

et al., 2011; Moller-Tank et al., 2013; Mulherkar et al., 2011;

Nanbo et al., 2010; Quinn et al., 2009; Saeed et al., 2010; Shimo-

jima et al., 2007, 2006;Wen et al., 2013). After uptake intomacro-

pinosomes, particles travel to low-pH compartments of late

endosomes and lysosomes, where the viral envelope glycopro-

tein (GP) is proteolytically cleaved by endosomal cysteine prote-

ases (i.e., cathepsin B and L). This cleavage removes a heavily

glycosylated region from GP (Chandran et al., 2005; Dube

et al., 2009; Hood et al., 2010; Misasi et al., 2012; Schornberg

et al., 2006) and exposes a domain in GP that binds specifically

to the endosomal/lysosomal resident filovirus receptor Nie-

mann-Pick C1 protein (NPC1) (Carette et al., 2011; Côté et al.,

2011). Though current evidence suggests that NPC1 binding

may be sufficient to trigger fusion of the viral and cellular mem-

branes (Miller et al., 2012), it is as yet unclear whether additional

host proteins or intracellular conditions are necessary (e.g.,

reducing conditions, altered pH, additional protease cleavage)

(Brecher et al., 2012; Chandran et al., 2005) (Figure 1, left).

Once the viral and internal cell membranes fuse, the virus

particle uncoats and its anti-genome is transcribed into mRNA

using nucleocapsid-associated viral proteins. The virus genome

consists of seven viral genes—VP24, the nucleoprotein (NP),

VP30, VP35, the matrix protein (VP40), the RNA-dependent

RNA polymerase (L), and the glycoprotein—which are tran-

scribed into mRNA, resulting in the production of at least ten

proteins. Transcription of the genome is mediated via a complex

of VP30, VP35, and the viral polymerase L bound to an NP-

coated genome (Bharat et al., 2012; Hartlieb et al., 2003,

2007; Modrof et al., 2003; Mühlberger et al., 1999; Sanchez

and Kiley, 1987; Sanchez et al., 1993). VP30 phosphorylation

leads to its dissociation from the VP35/L complex and is the

signal to switch from transcription to replication (Biedenkopf

et al., 2013; Martinez et al., 2011a). Following this switch, virus

genomes are replicated and coated by NP, VP24, VP30, and

VP35 (Mühlberger et al., 1999). During assembly, L associates

with the ribonucleoprotein complex through an interaction with

VP35. The ribonucleoproteins then associate with the matrix
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protein VP40, and viral particles are extruded through the

plasma membrane within lipid raft microdomain regions (Stahe-

lin, 2014) (Figure 1, left).

Sneaking in with the Trash: Apoptotic Mimicry
Ebolavirus particles can be up to a micron in length, making it

difficult for the viruses to enter via classic clathrin- or caveolin-

mediated endocytosis pathways, perhaps explaining the

requirement for macropinocytotic uptake. Interestingly, an

increased amount of phosphatidylserine (PS) may be present

on the surface of Ebola-virus-like particles (Jemielity et al.,

2013; Moller-Tank et al., 2013). PS is a lipid that is primarily pre-

sent on the inner leaflet of plasma membranes (Zachowski,

1993). Upon cell death via apoptosis, PS is exposed to the outer

leaflets of plasma membranes and apoptotic bodies. This alerts

nearby cells, including phagocytic cells, to begin ‘‘eating’’ the

debris via macropinocytosis in a process that is mediated by

TIM-1 and Axl and does not induce an inflammatory response

(Biermann et al., 2013; Morizono and Chen, 2014; Zagórska

et al., 2014). This suggests the possibility that, similar to other

large viruses such as vaccinia virus (Mercer and Helenius,

2008), Ebola may induce macropinocytic uptake by appearing

to be an apoptotic body to phagocytic cells. This ‘‘apoptotic

mimicry’’ is anti-inflammatory and induces rapid uptake of a

large virus into cells, thus avoiding humoral and cell surface im-

munity factors.

Snipping the Alarm Wire: Preventing the
Interferon Alarm
Evasion of host innate immune responses is of particular

importance to viruses, and many have evolved mechanisms to

circumvent innate immunity. Ebola inhibits both type I and type

II interferon responses in target cells, especially macrophages,

monocytes, and dendritic cells. The ultimate result is a defect

in dendritic cell maturation and diminished T-cell activation

and proliferation along with apoptosis leading to lymphopenia,

a key characteristic of Ebola virus disease. Studies in animal

models and in tissue culture suggest that both pathogenesis

and interferon antagonism are linked to VP35 and VP24 (Cilloniz

et al., 2011; Ebihara et al., 2006; Hartman et al., 2008a, 2008b;

Mateo et al., 2011; Prins et al., 2010; Reid et al., 2007).

VP35

VP35 is a viral polymerase cofactor that functions in RNA syn-

thesis and has been proposed to link L to NP. In addition to

these roles, VP35 plays a prominent role in Ebola’s inhibition of

a and b interferon induction through multiple mechanisms.

RIG-I and MDA-5 are innate pattern recognition receptors that

detect foreign cytosolic RNA. RIG-I recognizes 50-triphosphates

Figure 1. Ebolavirus Life Cycle and Immune Avoidance Mechanisms
(Left) Virus particles attach to cell surface, inducing macropinocytosis and virus uptake, possibly using apoptotic mimicry to suppress inflammatory responses.
The particle is brought to a low pH compartment, where it is cleaved by cysteine proteases to reveal its NPC1 receptor-binding domain (RBD). Following fusion
and uncoating, the viral genome is transcribed into mRNA and viral proteins produced. Eventually, a signal to begin genome replication occurs, followed by
particle assembly and budding.
Expression and secretion of sGP serves as an antibody decoy for antibodies generated against GP. Viral proteins VP35, VP30, and VP24 are expressed and
mediate innate immune avoidance in all cell types. (Left) VP35 interferes with RIG-I/MDA-5 signaling and induction of interferon. Additionally, VP35 and VP30
block the RNAi response against viral gene expression. (Right) VP24 acts to inhibit type I and II interferon (IFN) signaling. This prevents interferon-induced gene
expression and, in antigen-presenting cells, blocks enhancement of antigen presentation to T cells.
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of blunt-ended RNA, and MDA-5 senses long double-stranded

RNA (dsRNA). Both signal via the downstream adaptor IPS-1

(a.k.a. MAVS, VISA, Cardif), resulting in NF-kB, IRF-3, and IRF-

7 activation with subsequent expression of type I interferon

and proinflammatory cytokines. Activation of IRF-3/7 is the result

of a signal cascade through which they are phosphorylated by

TANK-binding kinase 1 (TBK-1) and IkB kinase-ε (IKKε) (Chiang
et al., 2014). Early experiments determined that VP35 disrupted

the RIG-I pathway by preventing IRF-3 phosphorylation (Basler

et al., 2000, 2003). Later, VP35 was shown to interact with the

N-terminal kinase domain of IKKε in preventing IRF-3 phosphor-

ylation and acting as a decoy substrate for IKKε /TBK-1 kinases.

Furthermore, binding of VP35 to IKKε prevents interactions with

other proteins, including IRF-7 and IPS-1 (Prins et al., 2009). The

net result of these interactions is inhibition of the induction of

genes with interferon response promoters.

In addition to these downstream events in the RIG-I pathway,

VP35 interacts with dsRNA to prevent RIG-I and MDA-5 re-

sponses (Cárdenas et al., 2006). Structural and biochemical

studies revealed that VP35 contains a C-terminal interferon

inhibitory domain (IID) with two clusters of basic amino acids.

One cluster centers on residue R312 and participates in binding

to dsRNA. Further analysis revealed that VP35 binds to blunt-

ended dsRNA in a manner very similar to that seen with RIG-I

(Cárdenas et al., 2006; Leung et al., 2009, 2010a). Structural

studies of VP35 dsRNA binding are consistent with the finding

that VP35 prevents both RIG-I and MDA-5 responses. Observa-

tions from RNA-bound and -unbound structures revealed that

VP35 is able to bind both the phosphate backbone of dsRNA

and end-capped RNA in VP35 dimers. Mutations of the basic

patch centering on R312 abrogate dsRNA binding, and struc-

tural analysis suggests that R312 mutations disrupt VP35 dimer-

ization (Kimberlin et al., 2010). Experiments using recombinant

viruses incorporating mutant VP35R312A showed attenuation of

virulence and impairment of both virus growth and interferon

antagonism, suggesting that IID binding to dsRNA and VP35

dimerization play key roles in the virus life cycle and pathogen-

esis (Hartman et al., 2008a, 2008b; Kimberlin et al., 2010; Prins

et al., 2010).

Interestingly, comparisons of VP35 IID from the pathogenic

Zaire ebolavirus and Reston ebolavirus—thus far only patho-

genic in monkeys—revealed a slight decrease in interferon

antagonism and dsRNA binding by Reston. However, these de-

creases did not appear to contribute significantly to the differ-

ences in virulence between the Zaire and Reston viruses (Leung

et al., 2010b). Furthermore, comparison of the structures of the

Zaire and Reston VP35 did not reveal substantial differences

between the dsRNA recognition mechanisms (Kimberlin et al.,

2010). Together, these data suggest additional viral factors likely

play a role in the differential host responses between these two

viruses.

Recently, VP35 was found to interact with the PKR activator

(PACT) (Fabozzi et al., 2011). In addition to having activity in

RNA silencing and PKR activation, PACT binds to and activates

RIG-I. Subsequent work showed that VP35 binding to PACT pre-

vents PACT binding to RIG-I and inhibits RIG-I activation (Luthra

et al., 2013). VP35 binding to PACT ismediated by the same cen-

tral basic patch in IID that abrogates dsRNA binding described

above, suggesting a possible role for dsRNA in this interaction.

Surprisingly, PACT interaction with VP35 inhibits the binding of

VP35 with L, causing a decreased efficiency of viral RNA synthe-

sis and genome replication, a phenotype of ‘‘mutual antago-

nism’’ (Luthra et al., 2013). Taken together with previous data,

these experiments point to the critical importance of VP35

antagonism of the RIG-I pathway during ebolavirus infection.

Additional VP35 interactions with cellular proteins have been

explored using a yeast two-hybrid system. These studies found

that VP35 interacts with IRF-7, Ubc9, and PIAS1 (Chang et al.,

2009). Ubc9 and PIAS1 are key components of the small ubiqui-

tin-related modifier (SUMO) system of posttranslational modifi-

cation, which regulates a variety of cellular pathways and

proteins. During SUMOylation, SUMO proteins are activated

by SUMO-specific proteases and are transferred to a SUMO-

conjugating E2 enzyme (e.g., Ubc9). Next, an E3 ligase, such

as PIAS1, is used to transfer the SUMO domain to a lysine on

the target protein (Wimmer et al., 2012). Studies with Ebola

VP35 found that it was able to block CpG-induced interferon in-

duction involving the IRF-3/7 pathway. Subsequent investigation

revealed that PIAS1 is able to SUMOylate IRF-7. VP35 expres-

sion enhanced SUMOylation of IRF-7, leading to suppression

of its activity and a decrease in interferon promoter activity.

Similar findings were noted with IRF-3 following expression of

VP35 (Chang et al., 2009). Thus, VP35-induced SUMOylation

of IRF-3 and IRF-7 leads to a further reduction in interferon a/b

gene transcription.

Arenaviruses (e.g., Lassa, LCMV) have taken a similar multi-

pronged approach to preventing type I interferon responses.

Lassa hemorrhagic fever has many characteristics similar to

Ebola virus disease, including the absence of interferon produc-

tion and lymphoid depletion. On the molecular level, arenavi-

ruses have been shown to suppress interferon production by

targeting both upstream (i.e., RIG-I/MDA-5) and downstream

signaling events (i.e., IKKε interactions, IRF-3 phosphorylation)

(Koma et al., 2013). In this way, each virus disrupts multiple

access points in the pathways that lead to increased interferon

production. Given the similarity in the clinical syndromes and

the common approach to interferon antagonism, further investi-

gations may provide insights into the underlying pathogenic

mechanisms of hemorrhagic fever syndromes.

VP24

When innate immunity is intact, the host response to virus infec-

tion causes secretion of interferon in order to generate antiviral

responses in neighboring cells, signal hematopoietic cell re-

sponses, and increase antigen presentation. Secreted interferon

binds to type I and II interferon receptors, inducing signaling via

adaptor proteins, and results in the phosphorylation and subse-

quent dimerization of signal transducer and activator of tran-

scription (STAT) proteins (e.g., STAT-1, STAT-2). Next, dimerized

phosphorylated STATs are transported to the nucleus where

they bind to interferon response elements and induce gene

expression (Ivashkiv and Donlin, 2014; Platanias, 2005). Given

the importance of these pathways for inducing antiviral gene

expression in response to interferon, they are commonly tar-

geted by viruses. For example, Dengue virus blocks STAT-1

phosphorylation and acts to degrade STAT-2 via proteasomal

degradation pathways (Green et al., 2014). Early experiments
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with Ebola found that the virus not only blocked the production of

interferon, but also inhibited cellular responses that normally

result from both interferon a/b (type I) and interferon g (type II)

signaling. This signaling block was associated with the expres-

sion of the Ebola VP24 protein and later shown to prevent the nu-

clear accumulation of dimerized phosphorylated STAT-1 (Reid

et al., 2006), which participates in both type I (i.e., STAT-1/

STAT-2 phosphorylated-dimer) and type II (STAT-1/STAT-1

phosphorylated-dimer) signal propagation cascades (Ivashkiv

and Donlin, 2014; Platanias, 2005).

Phosphorylated STAT-1 dimer transport to the nucleus is

mediated by interactions with members of the nucleoprotein in-

teractor 1 family (i.e., karyopherin-a1, -a5, or -a6). Karyopherin-a

binds to nuclear localization signals (NLS) on cargo destined for

the nucleus. Downstream interactions with karyopherin-b and

other proteins allow the cargo to cross the nuclear membrane.

Unlike most nuclear proteins, dimerized phosphorylated STAT-

1 interacts with karyopherin-a through a unique noncanonical

NLS, allowing it preferential access to the nucleus. Biochemical

and structural studies have shown that VP24 binds to karyo-

pherin-a in the noncanonical NLS-binding domain. This blocks

phosphorylated STAT-1 dimer transport to the nucleus. Further-

more, VP24 binding to karyopherin-a does not appear to block

access to the canonical NLS-binding site (Mateo et al., 2010;

Reid et al., 2007; Xu et al., 2014). Therefore, the virus interfere

with both type I and type II interferon signaling without disrupting

routine trafficking to the nucleus of the infected cell.

Unphosphorylated STAT-1 is able to enter the nucleus using a

karyopherin-a-independent mechanism, where it is able to

induce and prolong the expression of interferon-induced im-

mune regulatory genes (Cheon and Stark, 2009; Meyer and Vin-

kemeier, 2004). Biochemical and structural studies with STAT-1

C-terminal truncation mutant demonstrated that VP24 binds effi-

ciently to STAT-1 lacking the tyrosine target for phosphorylation

(Zhang et al., 2012). This suggests an additional mechanism un-

related to phosphorylated STAT-1 dimer nuclear transport by

which VP24 is able to inhibit the induction of the interferon

response (i.e., by blocking the action of both forms of STAT-1).

In addition to the Jak-STAT pathway, type I interferon recep-

tors signal through the p38 MAP kinase pathway, where a signal

cascade of MAP kinases results in the phosphorylation of p38-a

(Ivashkiv and Donlin, 2014; Platanias, 2005). One study found

that VP24 was able to block the interferon-b-induced phosphor-

ylation of p38-a in HEK293T cells. However, this finding was cell

type specific, and the blocking mechanism has yet to be demon-

strated or generalized to cells that are primary targets of infection

(e.g., macrophages, dendritic cells) (Halfmann et al., 2011).

Like VP35, VP24 has been linked to Ebola pathogenesis. In

particular, experiments using mouse- and guinea-pig-adapted

variants of Ebola demonstrated that VP24, in conjunction with

other proteins such as NP, is critical to virus lethality (Cilloniz

et al., 2011; Ebihara et al., 2006; Mateo et al., 2011; Reid et al.,

2007). Structural analysis and comparison of Sudan and Reston

VP24 identified two conserved structural pockets that contain

residues implicated in the pathogenesis of VP24. Solvent ex-

change studies showed that this region may be near a proposed

STAT-1-binding region on VP24, suggesting that it may play a

role in STAT-1 binding and pathogenesis (Zhang et al., 2012).

Taken together with previous studies on karyopherin-a, VP24

plays a role in pathogenesis through the disruption of both

type I and type II interferon signaling. Thus, Ebola not only dimin-

ishes the interferon alarm, but also inhibits the alarm response

after it has been heard. This coordinated approach between

VP35 and VP24 leads to a highly effective antagonism of the

innate immune responses mediated by interferons.

Silence Will Fall: Disrupting the RNAi Response
Infection of cells by RNA viruses activates an RNA-specific

inhibition (RNAi) pathway in host cells that silences viral gene

expression by cleaving viral RNA into small interfering RNAs

(siRNA) that bind and disrupt complementary RNA transcripts.

HIV-1 Tat is thought to suppress RNAi responses by blocking

Dicer activity, a key component of the RNA silencing complex.

Ebola VP35 suppresses cellular RNAi silencing and can comple-

ment HIV-1 Tat' mutants. This suppression was lost when

mutations were made in the dsRNA-binding domains of VP35,

suggesting that VP35 may bind to siRNA or the dsRNA precur-

sors of siRNA (Haasnoot et al., 2007). Though subsequent

studies found that the C-terminal domain of VP35 bound to

siRNA and not to dsRNA, the RNAi silencing suppression activity

of VP35 did not correlate with binding to siRNA. It was hypothe-

sized that suppression via RNA-binding-independent mecha-

nisms could instead occur through binding to the RISC complex

or sequestration of RISC complex proteins prior to their incorpo-

ration into the complex (Zhu et al., 2012). This theory is sup-

ported by prior experiments which found that VP35 interacts

with transactivation response RNA-binding protein (TRBP) and

PACT (Fabozzi et al., 2011), both components of the RISC

RNAi complex and thus proposed to mediate the VP35-depen-

dent RNA-silencing suppressor activity. Interestingly, another

Ebola protein, VP30, also binds to components of the RISC com-

plex and acts as a suppressor of RNAi silencing (Fabozzi et al.,

2011). Similar to Ebola’s tactics for interferon antagonism, the vi-

rus uses two different viral proteins to disrupt the mammalian

RNAi innate immune response.

Plundering the Factories: Coopting Host Cellular
Functions
Protein Translation

Host cells thwart viral infection by decreasing cellular protein

synthesis in an effort to prevent or slow viral replication. This is

accomplished through the double-stranded RNA-dependent

protein kinase, PKR. Upon binding of dsRNA and activation,

PKR phosphorylates the a subunit of the eukaryotic translation

initiation factor-2 (eIF-2a). Ebola VP35 expression has been

shown to block PKR activity and enhance expression of proteins

after cells were treated with type I interferons. VP35 blocks PKR

by impairing phosphorylation of both PKR and the eIF-2a. Cur-

rent data suggest that this effect is mediated by the VP35 IID

domain; however, further work to elucidate the molecular mech-

anism is required (Feng et al., 2007; Schümann et al., 2009).

RNA Stability and Replication

The heterogeneous nuclear protein complex C1/C2 proteins

(hnRNP C1/C2) are typically found in the nucleus where they

bind poly-U regions (>4) in mRNA and assist splicing prior to

mRNA export to the cytoplasm. They have also been shown to
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participate in cap-independent, IRES-dependent translation in

the cytoplasm during mitosis (Shabman et al., 2011). Several vi-

ruses, including Dengue and poliovirus, have been found to co-

opt this function as a means to enhance viral protein synthesis

and replication (Brunner et al., 2005, 2010; Noisakran et al.,

2008; Pettit Kneller et al., 2009). Likewise, Ebola VP24 expression

causes the relocalization of hnRNPC1/C2 from the nucleus to the

cytoplasm. Interestingly, hnRNP C1/C2 also binds to karyo-

pherin-a via the same noncanonical NLS sequence STAT-1 and

VP24 use, suggesting a possible mechanism for redistribution.

It was hypothesized that, because the Ebola genomic and

mRNA sequences contain many poly-U tracts, hnRNP C1/C2

may interact with Ebola RNA to stabilize viral mRNA and enhance

genome replication (Shabmanet al., 2011). Thus, throughPKR in-

hibition and hnRNP C1/C2 relocalization, ebolaviruses co-opt

cellular machinery to optimize translation of gene products and

potentially prolong the half-life of viral messenger and genomic

RNA.

Escape from Alcatraz: The Tetherin Release Program
Tetherin is a type I interferon-inducible cellular factor that has

been shown to prevent enveloped virus budding from plasma

membranes. Tetherin contains two membrane-anchored do-

mains and is thought to mediate inhibition of budding by

anchoring between the cellular and viral membranes (Neil

et al., 2008). Tetherin was first described to antagonize retro-

virus and HIV-1 particle budding. These studies found that par-

ticle budding was rescued by the expression of HIV-1 Vpu (Neil

et al., 2008). When Ebola virus-like particles (VLP) were made

with VP40 in the presence of overexpressed tetherin, a similar

decrease in VLP release was noted and simultaneous expres-

sion of HIV-1 Vpu rescued particle release. VLPs with or

without GP expression showed that GP antagonized tetherin

activity and coimmunoprecipitated tetherin (Kaletsky et al.,

2009). Recent experiments suggest that residues within the

transmembrane domain of GP contribute to GP-dependent

tetherin antagonism (Gnirß et al., 2014; Kühl et al., 2011).

Mechanisms proposed for GP-tetherin antagonism include

interference with tetherin integrity, steric hindrance by GP

that interferes with the formation of the tetherin connection be-

tween the viral and cellular membranes, and GP-dependent

exclusion of tetherin from the region of the plasma membrane

from which Ebola virus particles bud (Kaletsky et al., 2009). In

HIV-1, Vpu mediates cell-surface downregulation, relocaliza-

tion, and degradation of tetherin (Lopez et al., 2012). However,

Ebola GP does not appear to downregulate or alter tetherin

localization (Lopez et al., 2010, 2012), suggesting a novel anti-

tetherin mechanism.

The Host Strikes Back: Blocking the Entrances and Exits
The trade-off between efficient viral replication and pathoge-

nicity is a delicate balance that, when mismatched, can lead to

host demise. Therefore, viruses have evolved to suppress

immune responses in a selective and regulated manner that

facilitates controlled virus replication and progeny transmission.

In this section, we highlight two interferon-inducible genes that,

to date, are not known to be directly countered during Ebola

infection and lead to decreased virus infectivity.

Interferon-induced transmembrane proteins (IFITMs) are

broadly active interferon-responsive restriction factors that

were first described as inhibitors of influenza A and have been

shown to be active against many enveloped viruses, including

Ebola and its cousin Marburg virus (Huang et al., 2011). IFITMs

are found in multiple membrane surfaces along cellular uptake

pathways and have been proposed to act by blocking virus entry

(Huang et al., 2011; Perreira et al., 2013). Several antiviral mech-

anisms have been proposed, including cholesterol accumula-

tion, inhibition of back fusion of virus containing vesicles in multi-

vesicular bodies, changes to membrane fluid dynamics, or

alterations in membrane curvature (i.e., restricting the capacity

for fusion between the virus and cellular membranes) (Amini-Ba-

vil-Olyaee et al., 2013; Perreira et al., 2013). Recent experiments

with IFITM-3 and influenza A virus suggest that IFITM-3 acts by

blocking an as yet undefined step between virus-cell membrane

hemi-fusion and fusion pore formation (Desai et al., 2014). Thus,

IFITM-3 allows the virus and celluar membrane lipids to mix but

does not allow the formation of a complete fusion pore. This pre-

vents the ribonucleoprotein core of the virus from gaining access

to the cytoplasm and blocks infection. Future experiments will

need to be performed to determine whether this mechanism

is applicable to Ebola and how some enveloped viruses (i.e., are-

naviruses) are able to avoid restriction by IFITMs.

Another interferon-stimulated gene that blocks Ebola infection

is ISG-15, a broadly active antiviral gene product that, when con-

jugated to a target protein, causes alterations to target protein

activity, cellular location, and stability. It has been shown to

affect many viruses, including influenza A/B, hepatitis B, HIV-1,

herpes simplex type 1, LCMV, and Ebola (Harty et al., 2009). In

the case of Ebola, the antiviral activity of ISG-15 was linked to

a disruption in VP40-mediated budding using VLP assays. Ebola

budding is, in part, mediated by Nedd4 ubiquitination of VP40.

Two groups found that ISG-15 interacts with Nedd4 and pre-

vents the ubiquitination of VP40, leading to inefficient particle

budding (Liu and Harty, 2010). Thus, together with IFITMs and

tetherin, these observations suggest that interferon-stimulated

genes have potent antiviral activities targeted against ebolavirus

during both entry and egress.

The resistance of freshly isolated monocytes to Ebola illus-

trates one example in which these factors may be playing a

role during infection. Experiments with Ebola GP-pseudotyped

VLPs found that particles were able to bind, but not enter, freshly

isolated monocytes. However, once the monocytes underwent

differentiation, the previously bound VLPs were able to enter

the monocytes, a result recapitulated using replicating Ebola

viruses (Martinez et al., 2013). Detailed analysis found that,

as the monocytes matured, IFITMs were downregulated while

both cysteine protease cathepsin B and NPC1 expression

were upregulated. These findings demonstrate how IFITM

restriction factors might play a role in the relative resistance to

infection of interferon-activated cells and also confirm the impor-

tance of NPC1 for Ebola infection.

Balancing the Scales of the Immune Response
A paradox in Ebola virus disease is that both survival and mortal-

ity are linked to the generation of strong immune signaling

responses in the host. Survivors and asymptomatic patients
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have increased numbers of T cells and an early cytotoxic T-cell-

mediated response (Baize et al., 1999; Sanchez et al., 2004;

Wauquier et al., 2010). Rapid uptake of Ebola by macrophages

and dendritic cells not only results in translocation to lymphoid

and peripheral tissues, but alsomay explain the deficit in nonsur-

vivors of inflammatory cytokine secretion needed early after

exposure for the control of infection. Experiments using

in-vitro-cultured monocyte-derived macrophages found that

Ebola infection inhibited the secretion of TNF-a, IL-6, and IL-

10, consistent with impairments observed in association with

fatal disease outcome (Mahanty et al., 2003). Furthermore,

dendritic cells exposed to either live or inactivated virus failed

to upregulate molecules needed for T-cell co-stimulation, result-

ing in an inhibition of CD4 T-cell proliferation. Studies using

blood samples obtained from infected human subjects found

that IL-6 and TNF-a responseswere higher in survivors than non-

survivors at early time points. At later time points, IL-6 remained

higher in survivors, but the difference from nonsurvivors was less

dramatic due to increases in the latter group. In contrast to IL-6,

TNF-a in nonsurvivors was much higher than survivors late after

disease onset. It is interesting to note that IL-10 may play a crit-

ical role in modulating these responses. Although IL-10 was

mildly elevated in survivors, likely as a feedback mechanism to

control the inflammatory response, the increase was short lived,

as would be expected once cytokine levels returned to normal.

However, IL-10 was 6- to 10-fold higher in fatal cases and re-

mained elevated until death. In addition, monocyte/macrophage

activation as measured by neopterin levels was 2- to 10-fold

higher and consistently elevated in fatal cases (Baize et al.,

2002; Leroy et al., 2000, 2001), suggesting unregulated immune

activation. Though more recent studies showed different pat-

terns for specific cytokines (Wauquier et al., 2010), there is a

general trend toward survivors having a short-lived, balanced

pro- and anti-inflammatory response and nonsurvivors having

a delayed and prolonged inflammatory response that leads to

‘‘cytokine storm.’’

Together, these observations suggest that subjects able to

overcome innate immune response blocking by VP24, VP30,

and VP35 are more likely to establish an early, balanced, and

beneficial secretion of proinflammatory/anti-inflammatory cyto-

kines. In contrast, when early host antiviral innate responses

are blocked, uncontrolled virus replication and lysis of hemato-

poietic cells leads to late and unbalanced cytokine release,

overall dysregulation of immune responses, and the develop-

ment of advanced Ebola virus disease.

Camouflage and Misdirection: Avoiding Adaptive
Immune Responses
A fatal irreversible consequence of hematopoietic cell destruc-

tion by Ebola is reduced antigen presentation. This outcome is

consistent with the observation of poor IgG responses in fatal

infection, whereas high levels of IgG are associated with survival

(Baize et al., 1999; Ksiazek et al., 1999). Compounding inhibition

of IgG production, Ebola has evolved multiple properties that

could circumvent antibody effectiveness. Large filamentous vi-

rions containing high-density, stable glycoprotein present a po-

tential obstacle for efficient inhibition by antibodies, and virus

filament folding may create ‘‘pockets’’ of glycoprotein that are

inaccessible to antibody binding. Furthermore, heavy glycosyla-

tion in the mucin-like domain of GP may limit access to critical

epitopes required for efficient neutralization (Martinez et al.,

2011b). Antibody access is restricted further due to rapid virion

uptake via macropinocytosis and intracellular receptor binding.

Additionally, ebolavirus hides its critical receptor binding domain

beneath a glycan cap, with exposure and receptor binding

occurring only after cathepsin-mediated removal of the cap.

This protection of a critical functional domain is analogous to

HIV, in which CD4 engagement of gp120 is required to expose

the coreceptor-binding site (Harrison, 2008). Furthermore, the

use of an intracellular receptor is a novel immune evasion strat-

egy that may be important for other viruses (e.g., Lassa fever vi-

rus [Jae et al., 2014]).

In addition to membrane-anchored GP, the glycoprotein gene

of Ebola encodes sGP, a 364 aa protein that is identical to GP in

its 205 N-terminal residues but is secreted by infected cells and

is not present in virions. The default transcript of the glycoprotein

gene is surprisingly not the virion-associated GP trimer but

instead dimeric sGP; the balance of expression of these two pro-

teins is governedby polymerase stuttering at anRNA-editing site.

This has led to speculation that sGP functions to modulate or

misdirect host immune responses (Kindzelskii et al., 2000; Yang

et al., 1998). The best evidence for this hypothesis comes from

a recent paper showing in mice that sGP promotes immune

evasion by serving as an antibody decoy for GP or by presenting

alternative nonneutralizing antibody epitopes for the humoral im-

mune response (Mohan et al., 2012). Remarkably, evidence sug-

gests that about 80% of glycoprotein gene expression is sGP.

Thismaybedue, inpart, to selectivepressures seeking tobalance

toxicity due to cytopathic effects of GP with the requirement for

GP on virus particles and avoidance of host immune responses

directed against GP (Yang et al., 2000, Volchkova et al., 2011).

Taken together, these data suggest that Ebola expression of

sGPandGP isa tightly regulatedprocess inwhich immuneshield-

ing and virus particle production are balanced via RNA editing.

In addition to immune evasion achieved through virion and GP

structural characteristics, GP exhibits direct immunosuppres-

sive properties (Chepurnov et al., 1999). sGP interacts with

neutrophils and disrupts the linkage between Fc g RIIIB and

CR3 (Kindzelskii et al., 2000). Furthermore, the Ebola transmem-

brane glycoprotein, GP2, bears structural similarity to retroviral

glycoproteins possessing an immunosuppressive peptide motif

(Volchkov et al., 1992) that was found to inhibit lymphocyte acti-

vation and proliferation (Yaddanapudi et al., 2006). Of particular

interest was the observation that the analogous immunosup-

pressive peptide from Reston virus was inhibitory only in ma-

caque, but not human, peripheral blood cells, implicating this

motif in Ebola pathogenicity.

Studies measuring in vivo antigen-specific T-cell responses

are limited by the difficulty of obtaining and preserving viable

lymphocyte samples from Ebola-infected subjects and survi-

vors. Nonetheless, data suggest that, over the course of Ebola

virus disease, there is a dramatic decrease in the absolute

numbers of T cells due to bystander apoptosis. This impairs

both direct cell-mediated killing of virus-infected cells and the

T-cell-dependent antiviral antibody responses (Sanchez et al.,

2004). Indirect measures of T-cell function based on serum
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cytokine levels and RNA expression in isolated lymphocytes

suggest, as with immunoglobulin levels, an association between

intact cell-mediated immunity and survival (Baize et al., 1999;

Ksiazek et al., 1999; Sanchez et al., 2004; Wauquier et al.,

2010). In macaques, CD8+ T cells are essential for vaccine-

induced immune protection (Stanley et al., 2014; Sullivan et al.,

2011). Humoral responses clearly play a beneficial role in con-

taining virus but are not required for protection against some

Ebola species (Hensley et al., 2010; Stanley et al., 2014; Sullivan

et al., 2011). Antibodies participate in effective virus clearance

but likely require the presence of intact host cell-mediated re-

sponses (Wong et al., 2012). One speculative interpretation of

both human and macaque data is that immunoglobulin and

innate immune responses participate in containing early viral

loads but that cell-mediated immunity is needed for efficient vi-

rus clearance. The interplay and necessity of broad immune

response mechanisms is also suggested by Ebola evolution of

strategies to counteract each of these host antiviral defenses.

Taken together, these data suggest a complex interplay between

pro- and anti-inflammatory factors, resulting in either a balanced

immune response and host survival or dysregulation and death.

Summary
Fatal Ebola infection is marked by a catastrophic failure of innate

and adaptive immunity that is mediated by virus-encoded

proteins as well as properties associated with virus structure.

At the heart of Ebola-induced immune dysregulation is a multi-

pronged attack on host antiviral immunity. Early and coordinated

disruption of host innate responses by VP24, VP30, and VP35

leads to elevated levels of virus replication, a cascade of inap-

propriately timed cytokine release, and death of both antigen-

presenting and -responding immune cells (Figure 1). This results

in a poorly activated adaptive immune response that is further

compromised by the induction of lymphocyte apoptosis and

antibody decoy mechanisms. In incidental hosts, this multifac-

eted approach to subversion of the immune system results in

high mortality that would be expected to limit virus persistence

in the absence of a distinct reservoir species.

Since first being identified almost 40 years ago, the genome

of Ebola has shown remarkable stability, an unusual feature for

RNA viruses with an error-prone polymerase. This suggests that

Ebola ishighlyadapted in its reservoir host.One intriguinghypoth-

esis is that additional host restriction factors limit pathogenicity in

a natural reservoir species. These factors would play a role in the

balance between immunity and sustained viral replication, allow-

ing the virus to propagate and persist over time in the reservoir

species. Outside this reservoir, sustained large outbreaks such

as theone inWestAfricamay lead toebolavirusadaptationsbeing

observed longitudinally, resulting in altered pathogenicity as the

virus adapts to humans. Overall, the multifaceted approach of

Ebola to selectively regulate immune responses and its variable

pathogenicity in different host species makes this virus both

scientifically interesting and a challenging foe.

ACKNOWLEDGMENTS

The authors thank B. Hartman for graphics and A. Tislerics for editing the

manuscript. This work was supported by the Intramural Research Program

of the US NIH NIAID Vaccine Research Center, NIH grant K08-AI079381,

and a Boston Children’s Hospital Faculty Development Fellowship.

REFERENCES

Aleksandrowicz, P., Marzi, A., Biedenkopf, N., Beimforde, N., Becker, S.,

Hoenen, T., Feldmann, H., and Schnittler, H.-J. (2011). Ebola virus enters

host cells by macropinocytosis and clathrin-mediated endocytosis. J. Infect.

Dis. 204 (Suppl 3), S957–S967.

Alvarez, C.P., Lasala, F., Carrillo, J., Muñiz, O., Corbı́, A.L., and Delgado, R.
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Modrof, J., Becker, S., and Mühlberger, E. (2003). Ebola virus transcription

activator VP30 is a zinc-binding protein. J. Virol. 77, 3334–3338.

Mohan, G.S., Li, W., Ye, L., Compans, R.W., and Yang, C. (2012). Antigenic

subversion: a novel mechanism of host immune evasion by Ebola virus.

PLoS Pathog. 8, e1003065.

Moller-Tank, S., Kondratowicz, A.S., Davey, R.A., Rennert, P.D., and Maury,

W. (2013). Role of the phosphatidylserine receptor TIM-1 in enveloped-virus

entry. J. Virol. 87, 8327–8341.

Morizono, K., and Chen, I.S.Y. (2014). Role of phosphatidylserine receptors in

enveloped virus infection. J. Virol. 88, 4275–4290.
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That each of us is truly biologically unique, extending to evenmonozygotic, ‘‘identical’’ twins, is not
fully appreciated. Now that it is possible to perform a comprehensive ‘‘omic’’ assessment of an
individual, including one’s DNA and RNA sequence and at least some characterization of one’s
proteome, metabolome, microbiome, autoantibodies, and epigenome, it has become abundantly
clear that each of us has truly one-of-a-kind biological content. Well beyond the allure of thematch-
less fingerprint or snowflake concept, these singular, individual data and information set up a
remarkable and unprecedented opportunity to improve medical treatment and develop preventive
strategies to preserve health.

From Digital to Biological to Individualized Medicine
In 2010, Eric Schmidt of Google said ‘‘The power of individual

targeting—the technology will be so good it will be very hard

for people to watch or consume something that has not in

some sense been tailored for them’’ (Jenkins, 2010). Although

referring to the capability of digital technology, we have now

reached a time of convergence of the digital and biologic do-

mains. It has been well established that 0 and 1 are interchange-

able with A, C, T, and G in books and Shakespeare sonnets and

that DNA may represent the ultimate data storage system

(Church et al., 2012; Goldman et al., 2013b). Biological transis-

tors, also known as genetic logic gates, have now been devel-

oped that make a computer from a living cell (Bonnet et al.,

2013). The convergence of biology and technology was further

captured by one of the protagonists of the digital era, Steve

Jobs, who said ‘‘I think the biggest innovations of the 21st cen-

tury will be at the intersection of biology and technology. A

new era is beginning’’ (Issacson, 2011).

With whole-genome DNA sequencing and a variety of omic

technologies to define aspects of each individual’s biology at

many different levels, we have indeed embarked on a new era

of medicine. The term ‘‘personalized medicine’’ has been used

for many years but has engendered considerable confusion. A

recent survey indicated that only 4% of the public understand

what the term is intended tomean (Stanton, 2013), and the hack-

neyed, commercial use of ‘‘personalized’’ makes many people

think that this refers to a concierge service of medical care.

Whereas ‘‘person’’ refers to a human being, ‘‘personalized’’

can mean anything from having monogrammed stationary or

luggage to ascribing personal qualities. Therefore, it was not

surprising that a committee representing the National Academy

of Sciences proposed using the term ‘‘precision medicine’’ as

defined by ‘‘tailoring of medical treatment to the individual char-

acteristics of each patient’’ (National Research Council, 2011).

Although the term ‘‘precision’’ denotes the objective of exact-

ness, ironically, it too can be viewed as ambiguous in this context

because it does not capture the sense that the information is

derived from the individual. For example, many laboratory tests

could be made more precise by assay methodology, and treat-

ments could be made more precise by avoiding side effects—

without having anything to do with a specific individual. Other

terms that have been suggested include genomic, digital, and

stratified medicine, but all of these have a similar problem or

appear to be too narrowly focused.

The definition of individual is a single human being, derived

from the Latin word individu, or indivisible. I propose individual-

ized medicine as the preferred term because it has a useful

double entendre. It relates not only to medicine that is particular-

ized to a human being but also the future impact of digital

technology on individuals driving their health care. There will

increasingly be the flow of one’s biologic data and relevant

medical information directly to the individual. Be it a genome

sequence on a tablet or the results of a biosensor for blood pres-

sure or another physiologic metric displayed on a smartphone,

the digital convergence with biology will definitively anchor the

individual as a source of salient data, the conduit of information

flow, and a—if not the—principal driver of medicine in the future.

The Human GIS
Perhaps the most commonly used geographic information

systems (GIS) are Google maps, which provide a layered

approach to data visualization, such as viewing a location via

satellite overlaid with street names, landmarks, and real-time

traffic data. This GIS exemplifies the concept of gathering and

transforming large bodies of data to provide exquisite temporal

and location information. With the multiple virtual views, it gives

one the sense of physically being on site. Although Google has

digitized and thus created a GIS for the Earth, it is now possible

to digitize a human being. As shown in Figure 1, there are multi-

ple layers of data that can now be obtained for any individual.

This includes data from biosensors, scanners, electronic medi-

cal records, social media, and the various omics that include
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DNA sequence, transcriptome, proteome, metabolome, epige-

nome, microbiome, and exposome. Going forward, I will use

the term ‘‘panoromic’’ to denote the multiple biologic omic

technologies. This term closely resembles and is adopted from

panoramic, which refers to a wide-angle view or comprehensive

representation across multiple applications and repositories. Or

more simply, according to the Merriam-Webster definition of

panoramic, it ‘‘includes a lot of information and covers many

topics.’’ Thus the term panoromic may be well suited for portray-

ing the concept of big biological data.

The first individual who had a human GIS-like construct was

Michael Snyder. Not only was his whole genome sequenced,

he also collected serial gene expression, autoantibody, proteo-

mic, and metabolomic (Chen et al., 2012) samples. A portion of

the data deluge that was generated is represented in the Circos

plot of Figure 2 or an adoption of the London Tube map (Shen-

dure and Lieberman Aiden, 2012). The integrated personal omics

profiling (iPOP) or ‘‘Snyderome,’’ as it became known, proved to

be useful for connecting viral infections to markedly elevated

glucose levels. With this integrated analysis in hand, Michael

Snyder changed his lifestyle, eventually restoring normal glucose

homeostasis. Since that report in 2012, Snyder and his team

have proceeded to obtain further omic data, including whole-

genome DNA methylation data at multiple time points, serial

microbiome (gut, urine, nasal, skin, and tongue) sampling, and

the use of biosensors for activity tracking and heart rhythm.

Snyder also discovered that several extended family members

had smoldering, unrecognized glucose intolerance, thereby

changing medical care for multiple individuals.

Of note, to obtain the data and process this first panoromic

study, it required an armada of 40 experienced coauthors and

countless hours of bioinformatics and analytical work. To give

context to the digital data burden, it took 1 terabyte (TB) for

DNA sequence, 2 TB for the epigenomic data, 0.7 TB for the

transcriptome, and 3 TB for the microbiome. Accordingly, this

first human GIS can be considered a remarkable academic

feat and yielded key diagnostic medical information for the

individual. But, it can hardly be considered practical or scalable

at this juncture. With the cost of storing information continuing to

drop substantially, the bottleneck for scalability will likely be

automating the analysis. On the other hand, each omic technol-

ogy can readily be undertaken now and has the potential of

providing meaningful medical information for an individual.

The Omic Tools
Whole-Genome and Exome Sequencing

Perhaps the greatest technologic achievement in the biomedical

domain has been the extraordinary progress in our ability to

sequence a human genome over the past decade. Far exceeding

the pace of Moore’s Law for the relentless improvement in tran-

sistor capacity, there has been a >4 log order (or 0.00007th)

reduction in cost of sequencing (Butte, 2013), with a cost in

2004 of &$28.8 million compared with the cost as low as

$1,000 in 2014 (Hayden, 2014). However, despite this incompa-

rable progress, there are still major limitations to how rapid,

accurate, and complete sequencing can be accomplished.

High-throughput sequencing involves chopping the DNA into

small fragments, which are then amplified by PCR. Currently, it

takes 3 to 4 days in our lab to do the sample preparation and

sequencing at 303 to 403 coverage of a human genome. The

read length of the fragments is now &250 base pairs for the

most cost-effective sequencing methods, but this is still subop-

timal in determining maternal versus paternal alleles, or what

is known as phasing. Because so much of understanding dis-

eases involves compound heterozygote mutations, cis-acting

sequence variant combinations, and allele-specific effects,

phasing the diploid genome, or what we have called ‘‘diplomics’’

(Tewhey et al., 2011), is quite important. Recently, Moleculo

introduced a method for synthetically stitching together DNA

sequencing reads yielding fragments as long as 10,000 base

pairs. These synthetic long reads are well suited for phasing. Un-

fortunately, the term ‘‘whole-genome sequencing’’ is far from

complete because &900 genes, or 3%–4% of the genome, are

not accessible (Marx, 2013). These regions are typically in cen-

tromeres or telomeres. Other technical issues that detract from

accuracy include long sequences of repeated bases (homopoly-

mers) and regions rich in guanine and cytosine. Furthermore, the

accuracy for medical grade sequencing still needs to be

improved. A missed call rate of 1 in 10,000, which may not

seem high, translates into a substantial number of errors when

considering the 6 billion bases in a diploid genome. These errors

obfuscate rare but potentially functional variants. Beyond this

issue, the accurate determination of insertions, deletions, and

structural variants is impaired, in part due to the relatively

short reads that are typically obtained. The Clinical Sequencing

Exploratory Research (CSER) program at the National Institutes

of Health is aimed at improving the accuracy of sequencing for

medical applications (National Human Genome Research Insti-

tute, 2013).

Figure 1. Geographic Information System of a Human Being
The ability to digitize the medical essence of a human being is predicated on
the integration of multiscale data, akin to a Google map, which consists of
superimposed layers of data such as street, traffic, and satellite views. For a
human being, these layers include demographics and the social graph, bio-
sensors to capture the individual’s physiome, imaging to depict the anatomy
(often along with physiologic data), and the biology from the various omics
(genome-DNA sequence, transcriptome, proteome, metabolome, micro-
biome, and epigenome). In addition to all of these layers, there is one’s
important environmental exposure data, known as the ‘‘exposome.’’
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Despite these shortcomings, the ability to identify rare or low-

frequency variants that are pathogenic has been a major

outgrowth of high-throughput sequencing. Well beyond the

genome scans and genome-wide association studies that

identified common variants associated with most complex,

polygenic diseases and human traits, sequencing leads to high

definition of the uncommon variants that typically have much

higher penetrance. For example, rare Mendelian conditions

Figure 2. Plots of Panoramic Information
Top: Circos plot of the Snyder genome. From outer
to inner rings: chromosome ideogram; genomic
data (pale blue ring), structural variants >50 bp
(deletions [blue tiles], duplications [red tiles]),
indels (green triangles); transcriptomic data
(yellow ring), expression ratio of viral infection to
healthy states; proteomic data (light purple ring),
ratio of protein levels during human rhinovirus
(HRV) infection to healthy states; transcriptomic
data (yellow ring), differential heteroallelic
expression ratio of alternative allele to reference
allele for missense and synonymous variants
(purple dots) and candidate RNA missense and
synonymous edits (red triangles, purple dots,
orange triangles, and green dots, respectively).
From Chen et al. (2012) with permission.
Bottom: Adopted London Tube model of inte-
grated omics fromShendure and Aiden Integration
of the many applications of next-generation DNA
sequencing, which include sites of DNA methyl-
ation (methyl-seq), protein-DNA interactions
(ChIP-seq), 3D genome structure (Hi-C), geneti-
cally targeted purification of polysomal mRNAs
(TRAP), the B cell and T cell repertoires (immuno-
seq), and functional consequences of genetic
variation (synthetic saturation mutagenesis) with a
small set of core techniques, represented as open
circles of ‘‘stations.’’ Like subway lines, individual
sequencing experiments move from station to
station until they ultimately arrive at a common
terminal—DNA sequencing.
From Shendure and Lieberman Aiden (2012) with
permission.

have seen a remarkable surge of defini-

tion of their genomic underpinnings

(Boycott et al., 2013). In the first half of

2010, the basis for four rare diseases

was published, but in the first half of

2012, that number jumped to 68 (Boycott

et al., 2013). With the power of

sequencing, it is anticipated that the

molecular basis for most of the 7,000

known Mendelian diseases will be unrav-

eled in the next few years.

The 1.5% versus 98.5% Genome

Sequencing Dilemma

The exome consists of only &40 Mb, or

1.5% of the human genome. There is

continued debate over the use of whole-

exome sequencing compared with

whole-genome sequencing, given the

lower cost of sequencing an exome,

that can be readily captured via kits

from a few different companies (Agilent SureSelect, Illumina

TruSeq, and Roche NimbleGen). Exome sequencing is typically

performed at much deeper coverage, >1003 (as compared with

303–403 for whole genome), which enhances accuracy, and

the interpretation of variants that affect coding elements is far

more advanced compared with the rest of the genome. How-

ever, the collective output from genome-wide association

studies of complex traits has indicated that &80% of the
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incriminated loci are in noncoding regions, outside the confines

of genes (Koboldt et al., 2013). It is fair to say that we have long

underestimated the importance of the rest of the genome, but its

high density of key regulatory features provides intricate and

extraordinarily tight control over how genes operate. Recent

whole-genome sequencing studies have identified many critical

variants in noncoding portions of the genome (Khurana et al.,

2013). A typical whole human genome sequence will contain

&3.5 million variants compared with the reference genome, pre-

dominantly composed of single-nucleotide polymorphisms but

also including insertion-deletions, copy number variants, and

other types of structural variants (Frazer et al., 2009). Today,

analysis of most of the 3.5 million variants is left with the ‘‘variant

of unknown significant’’ (VUS) diagnosis. As more people get

sequenced with the full range of disease phenotypes, the pro-

portion of VUS will drop, and each sequence will become more

informative. Figure 3 provides a theoretical plot of how further

reduction of the cost of whole-genome sequencing will also be

accompanied by large numbers of individuals undergoing

sequencing. In 2014, still well under 100,000 people have had

whole-genome sequencing with only a very limited number of

phenotypes addressed. At some point in the future, sequence

data get progressively more informative at a lower price point,

thus establishing particular value of whole-genome sequencing.

It is not just about getting a large number of people with diverse

medical conditions and diverse ancestries sequenced. The drive

to informativeness will clearly be enhanced by incorporating

family genomic assessment, especially for determining whether

rare variants are meaningful. Here, too much focus on the indi-

vidual can result in a loss of context, back to our analogy of

the Google map of maximal zoom obscuring understanding.

By anchoring the genomics of family members, such as was

done with the important discovery of PCSK9 rare variants (Hall,

2013) in cholesterol metabolism, progress in genomic medicine

will be catalyzed.

At this juncture, however, it appears that exome and whole-

genome sequencing provide complementary information. As

the cost of whole-genome sequencing is further reduced, along

with the availability of enhanced analytical tools for the nongene

98.5% content interpretation, exome sequencing may ultimately

become obsolete.

Single-Cell Sequencing

The ability to perform sequencing of individual cells has provided

remarkable new insights about human biology and disease

(Shapiro et al., 2013; Battich et al., 2013; Owens, 2012). The un-

expected heterogeneity in DNA sequence from one cell to

another, such as has been well documented in tumor tissue

and even in somatic cells in healthy individuals, has enlightened

us about intraindividual genomic variation. The concept of

‘‘mosaicism’’ has gained rapid acceptance—with multiple

mechanisms—ranging from gamete formation, embryonic

development, to somatic mutation in cells in adulthood, that

account for why each of us has cells with different DNA

sequences (Lupski, 2013; Wang et al., 2012; Macosko and

McCarroll, 2012; Poduri et al., 2013). It remains unclear whether

mosaicism has functional significance beyond being tied to

certain congenital conditions and cancers, but this is an active

area of research that is capitalizing on single-cell sequencing

technology. This is especially the case in neuroscience in order

to explain the observed frequent finding of transposons, which

appear to involve between 80 and 300 unique insertions for

each neuron and are potentially associated with neurologic dis-

eases (Poduri et al., 2013).

Sperm, which tend to swim solo, are particularly well suited

for single-cell genomics. This work has quantified recombination

rates of &25 events per sperm, identified the hot spots

where these events are most likely to occur, and determined

genomic instability as reflected by the rate of de novo mutations

(Wang et al., 2012; Poduri et al., 2013). Such de novo mutations,

which increase in sperm with paternal age, are associated with

autism, schizophrenia, and intellectual disability (Poduri et al.,

2013; Kong et al., 2012; Veltman and Brunner, 2012; de Ligt

et al., 2012).

Intriguing, and possibly revolutionary, single-cell methods

using in situ sequencing protocols are set to offer precise

spatial information in addition to linear sequence data. In situ

sequencing holds the potential to resolve the spatial distribution

of copy number variants, circular DNA, tumor heterogeneity, and

RNA localization. A number of methods have been published in

the last year, and progress is likely to accelerate in the near

future.

Transcriptomics, Proteomics, and Metabolomics

As opposed to the DNA sequence, which is relatively static, RNA

reflects the dynamic state of the cell. Gene expression of a

particular tissue of the whole genome has been available via

microarrays for several years, but RNA sequencing (RNA-seq)

Figure 3. Hypothetical Plot of Cost of Sequencing and Number of

Individuals Sequenced over the Next 6 Years
As of early 2014, <100,000 individuals have had whole-genome sequencing,
leaving the information difficult to fully interpret (of limited informativeness or
value). When millions of people undergo sequencing, with the full gamut of
diverse phenotypes and ancestries, and the cost for sequencing continues to
drop, a virtuous cycle of informativeness is established. With the new capa-
bility in 2014 to have whole-genome sequencing at a cost of $1,000, along with
extremely high throughput, it is likely that millions of individuals will be
sequenced in the next 3–4 years. The cost of sequencing will continue to drop
throughout this time, as increasing numbers of individuals undergo
sequencing. Projections suggest that at least 20,000 individuals with each
phenotype may be necessary to reliably identify rare, functional genomic
variants. Accordingly, once millions of individuals across all main phenotypes
and ancestries are sequenced, there is a new set point, or threshold, of
informativeness.
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is a relatively new tool that transcends simple expression by

capturing data on gene fusions, alternative spliced transcripts,

and posttranscriptional changes, along with the whole gamut

of RNAs (including microRNA [e.g., miRNAseq], small RNA,

lincRNA, ribosomal RNA, and transfer RNA).

A particularly valuable metric related to RNA is the expression

quantitative trait locus (eQTL). By having both genome-wide

association study (GWAS) data and whole-genome gene

expression at baseline with or without particular stimuli, func-

tional genomic assessment has been enabled. For example,

Westra et al. (2013) used eQTLs and loci derived from GWAS

to provide functional genomic, mechanistic insights for multiple

complex traits, including lupus and type 1 diabetes.

The proteome, metabolome, and autoantibody landscape can

be assessed for an individual approaching the whole-genome

level via recent advances in mass spectrometry and protein

arrays. Using these techniques, posttranslational modifications

of proteins, protein-protein interactions, or the small-molecule

metabolites produced by these proteins can be revealed.

Emerging technologies such as RNA-mediated oligonucleotide

annealing, selection, and ligation sequencing (RASL-seq),

barcoded small hairpin RNA (shRNA) libraries, and combinatorial

antibody libraries provide inexpensive and efficient views of

biology. Longer read sequencing provides the opportunity to

sequence antibodies, which typically have variable and constant

regions composed of &2,000 nucleotides.

Microbiome

Perhaps no area of biology has received more attention in recent

years than the microbiome. Just the gut microbiome has orders

of magnitude more DNA content than germline human DNA and

has markedly heightened diversity. Our commensal bacterial

flora has been shown to play an important role in various medical

conditions (Cho and Blaser, 2012). From fecal samples using a

16S ribosomal amplicon sequencing method, the gut micro-

biome has been the subject of intensive prospective clinical

assessment. It was determined that there were three major

enterotypes of the intestinal microbiome based on the predom-

inant bacterial species, such as Bacteroides, Ruminococcus, or

Prevotella (Arumugam et al., 2011). The resident species appear

to be quite stable over an extended period of time and to be

initially transmitted via the mother at childbirth (Faith et al.,

2013). As the interface between genomics and the host’s envi-

ronment, the microbiome clearly plays a pivotal role in defining

each individual. The influence of the diet on the gut microbiome,

such as the content of fiber, along with the underpinning of

malnutrition, has been documented (Gordon et al., 2012; Ridaura

et al., 2013). For example, even an individual’s response to

medications, such as digoxin (Haiser et al., 2013), or multiple

drugs used for cancer, has been shown to be linked to the bac-

terial flora of the gut microbiome (Viaud et al., 2013; Iida et al.,

2013).

Epigenome

There has been extraordinary progress in our ability to map the

human epigenome from DNA methylation to histone modifica-

tions and chromatin structure (Ziller et al., 2013; Rivera and

Ren, 2013). The prolific ENCODE project has provided troves

of data detailing the role of regulatory elements such as en-

hancers and insulators and how they are tied to DNAmethylation

and histone changes (Dawson and Kouzarides, 2012). Like gene

expression, epigenomic findings are highly cell-type specific,

with more than 200 different cell types in the human body. For

methylation, whole-genome bisulphite sequencing has recently

been performed for 30 diverse human cell types (Rivera and

Ren, 2013). Epigenomic reprogramming has a clear-cut role in

cancer, be it via transcription factors or chromatin regulators

(Dawson and Kouzarides, 2012; Suvà et al., 2013). Although

access to tissue to define epigenomic signatures is a limiting

factor outside of the cancer space, it is apparent that many other

diseases are affected by epigenomic dynamics, such as compli-

cations of diabetes, rheumatoid arthritis, or hypertension (Pirola

et al., 2010; Liu et al., 2013; Fratkin et al., 2012). Furthermore,

epigenomic changes affect susceptibility to diseases, as has

been shown with open chromatin related to the TCF7L2 gene

(Groop, 2010) and parental origin of sequence variants for

Type 2 diabetes mellitus and breast and prostate cancer (Kong

et al., 2009). This parent-of-origin issue may be tied to transge-

nerational epigenomic instability, as has been well documented

in plants, and is certainly a key element of human biology and

heritability (Schmitz et al., 2011).

Physiome and Exposome

Understanding and quantifying an individual’s physiology and

environmental interactions are crucial to digitizing a human

being. Through wearable biosensors and smartphones, this

has become eminently practical. Continuous tracking is now

obtainable for most key physiologic metrics, including blood

pressure, heart rhythm, glucose, blood oxygen saturation, brain

waves, intraocular eye pressure, and lung function indices.

Similarly, there are environmental sensors that connect with

smartphones to quantify such indices as air pollution, pollen

count, radiation, water quality, ambient humidity, electromag-

netic fields, and the presence of pesticides in food.

Bioinformatics

Fundamental to individualized medicine is the ability to analyze

the immense data sets and to extract all of the useful, salient

information. This is exemplified by the task of sifting through a

trio of whole-genome sequences to find a causative mutation

in a proband with an undiagnosed disease. Typically, this trans-

lates to finding one critical nucleotide variant out of well over one

to twomillion single base variants and simplifying the analysis by

only considering variants that change amino acid sequence or

lead to obvious splicing defects (Maher, 2011). Identifying the

signal from the noise, with the vast majority of variants catego-

rized as ‘‘unknown significance’’ (VUS), is the crux of the chal-

lenge. Moreover, the tools to assess structural variants and

indels are not as extensively developed and validated. So there

are considerably more data that come from the sequencer for

an individual than can be fully and accurately mined. Beyond

this, there is the need for better integration of the multiple GIS

layers, such as panoromic and biosensor data, and the ability

to provide an integrative multiscale approach to an individual’s

data set. Although not the comprehensive multilayer as depicted

in Figure 2, Zhang et al. (2013) recently used an integrated

systems approach, including omics of both human and mice

brains to discover genetic networks in Alzheimer’s disease.

Although in the past there were generally insufficient efforts

to understand epistasis, gene-gene interactions have been
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upstaged by the complexity of a higher-order bioinformatics

challenge.

How the Omic Tools Reboot Medicine
A Prewomb-to-Tomb Assessment

At many points in the span of a lifetime, the unique biology of

the individual will play an increasing role. As depicted in the time-

line of Figure 4, I will go through each topic sequentially.

Preconception

The ability to determine carrier mutations for each prospective

parent has been greatly enhanced through multiple direct-to-

consumer sources, including 23andMe, Counsyl, GenePeeks,

and Good Start Genetics. This can be considered the ultimate

form of prevention for major recessive conditions and has only

received modest attention to date. Counsyl screens for more

than 100 recessive Mendelian traits, and 23andMe screens

50 carrier conditions. The carrier rates for many serious condi-

tions are higher than most people would suspect, such as 1 in

35 for spinal muscular atrophy, 1 in 40 for cystic fibrosis, and 1

in 125 individuals for Fragile X syndrome (Test, 2013). Gene-

Peeks uses carrier data from &100,000 DNA sequence variants

for each prospective parent to perform a computer simulation

of 10,000 ‘‘digital babies,’’ determining the probabilistic odds

of significant Mendelian disorders (Couzin-Frankel, 2012).

They are already using their analytic methodology to screen

sperm from the Manhattan cryobank; until now, sperm banks

have been completely unregulated and without genomic

assessment (Almeling, 2013; Rincon, 2013). The concept of

higher DNA resolution preconception screening is attractive,

given that there are many more pathogenic variants in the

genes that are implicated in disease, such as cystic fibrosis

(&2,000 variants), than are conventionally assessed (Sosnay

et al., 2013).

Fetal Sequencing

Whereas the diagnosis of chromosomal aberrations such as

trisomy-21, 18, 13 required amniocentesis or chorionic villi

sampling, there are now four different maternal blood sampling

assays to accomplish the same assessment with extremely

high (>99%) accuracy (Morain et al., 2013). Relying on the

plasma fetal DNA present in adequate quantity from a maternal

blood sample at 8–10 weeks of pregnancy, such testing has

been transformative, preempting the need for amniocentesis in

all but the rare exception when results are ambiguous. Here is

a great example of using plasma-free DNA sequencing to avoid

an invasive test that carries a small but important risk of miscar-

riage. However, with more than 4 million births in the United

States each year, only a tiny fraction (<2%) of prenatal maternal

blood sampling has yet been performed in clinical practice.

Multiple groups have demonstrated the ability to do a fetal

whole-exome sequence from a maternal blood sample (Fan

et al., 2012) or whole-genome sequencing from both parents’

DNA along with the maternal plasma-free DNA (Kitzman et al.,

2012; Lo et al., 2010), but this takes a rather extensive computing

and bioinformatics effort that is not presently scalable. Un-

doubtedly, that will be resolved over time but will engender the

serious bioethical issues of what constitutes the appropriate

reasons for termination of pregnancy. But, at the same time, it

will afford the opportunity to make the molecular diagnoses of

conditions in utero and facilitate treatment then or at the earliest

time after birth.

Neonatal Sequencing

Monogenic diseases, many of which present in the first month of

life, are a major cause of neonatal fatality and morbidity (Saun-

ders et al., 2012). Despite routine heel sticks for blood sent out

for analysis, with attendant delays of several days to weeks in

obtaining results, there has not been any improvement in

Figure 4. Timeline of Sequencing Applica-

tions in Medicine from Prewomb to Tomb
The medical application of genomics is relevant to
many points during an individual’s lifespan. Prior
to conception, a couple can have genomic
screening for important recessive alleles. An
expectant mother, at 8–12 weeks of pregnancy,
can now have single tube of blood used to accu-
rately assess chromosomal abnormalities of the
fetus, determine gender, and even have whole-
genome sequencing of the fetus performed. At
birth, sequencing the genome of the newborn can
be used to rapidly diagnosis many critical condi-
tions for which a time delay, which frequently can
occur with the present heel stick screening
methods, might lead to irrevocable damage. The
molecular basis for serious, undiagnosed condi-
tions can often be established by sequencing the
individual with parents of siblings. Ultimately, omic
information at a young age will be useful by
providing susceptibility to various medical condi-
tions that have actionable prevention strategies.
Sequencing can be done to define a pathogen for

more rapid and accurate approaches to infectious diseases. The driver mutations and key biologic underpinning pathways of an individual’s cancer can
frequently be pinpointed by omics. The root causes of common polygenic conditions such as diabetes or coronary heart diseasemay ultimately be defined at the
individual level. Specific sequence variants of germline DNA or the gut microbiome have relevance for response to prescription medication (both efficacy and
safety). Defining the genomics of healthspan, rather than the traditional focus on diseases, may prove to be especially worthwhile to understand protective alleles
and modifier genes. For an individual with sudden death, a molecular autopsy via sequencing can be performed, along with family survivors, to determine the
cause of death and potentially prevent untimely or avoidable deaths of members of the family and subsequent generations.
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reducing neonatal mortality related to genetic disorders in the

past 20 years (Kaiser, 2013; Sosnay et al., 2013). Now, it has

been shown that whole-genome sequencing of newborns can

be accomplished in <48 hr and can lead to highly actionable

information for managing a neonate’s condition, such as in the

classic example of phenylketonuria or galactosemia, whereby

irrevocable damage might otherwise occur (Saunders et al.,

2012; Kaiser, 2013; Sosnay et al., 2013).

Undiagnosed, Idiopathic, and Rare Diseases

The diagnosis of an XIAP mutation in a child with fulminant pan-

colitis with successful, curative treatment is often cited as the

first case of sequencing to save an individual’s life (Worthey

et al., 2011). Since that report, there have been several other

cases that used whole-genome or exome sequencing, along

with other omic tools, for making the molecular diagnosis of idio-

pathic conditions (Jacob et al., 2013). For example, the National

Institutes of Health Undiagnosed Disease Program uses exome

sequencing to facilitate the diagnosis (Gahl and Tifft, 2011).

Recently, the group at Baylor College of Medicine published a

series of 250 individuals, of whom 80% were pediatric and

largely affected by neurologic conditions, who underwent

whole-exome sequencing. In that cohort, there were many

affected patients with a known Mendelian trait but without a

specific root cause established. A molecular diagnosis was

made in 25% of the cohort (Yang et al., 2013). At the Scripps

Health and Scripps Research Institute, we have screened more

than 100 individuals for the potential of having an idiopathic

disease. This requires review by a multidisciplinary physician

panel to assure that a comprehensive evaluation of the patient

has been performed before turning to DNA sequencing. The first

of 15 individuals who we enrolled into our protocol was 16 years

old and had an incapacitating neurologic condition. She and her

parents were sequenced, and in Figure 5, the bioinformatics

challenge of interpreting the three whole-genome sequences is

presented, along with the molecular diagnosis of an ADCY5

mutation that had not been previously described. In our 15

probands at Scripps, we have had a successful molecular

diagnosis (using criteria as described by the Baylor group) in 8

individuals. However, establishing the diagnosis represents

only the first step of the desired strategy, as providing an effec-

tive treatment is the fundamental goal. Unfortunately, the num-

ber of individuals for whom that has been achieved is quite

limited to date, but strategies using repurposing of existing

drugs, drugs that were partially developed but not commercial-

ized, or acceleration of the development of genomically guided

therapies are all actively being pursued. With an estimate of at

least one million individuals in the United States with a serious

medical condition left without a diagnosis, such progress is

encouraging (Jacob et al., 2013).

Disease Prevention

At some point in the future, it is hoped that having DNA sequence

information will pave the way for prevention of an individual’s

predisposed conditions. To date, however, that concept has

not been actualized for a few principal reasons. First, most of

the complex, polygenic traits have not had much more than

10% of their heritability explained by the common variants as-

sessed by GWAS. The ‘‘missing’’ or unsolved heritability de-

tracts from the ability to assign an individual any certainty or

risk or protection from a particular condition. There are some

notable exceptions, such as age-related macular degeneration

or type 1 diabetes mellitus, in which combinations of common

and rare variants can provide a well-characterized, quantified

risk profile. Second, there is the appropriate question of whether

the knowledge of a risk allele is actionable. Prototypic here is

the apoε4 allele, which carries an unequivocal high risk for

Alzheimer’s disease, yet there is no proven strategy to prevent

the disease. So, even armed with known risk, there is a lack of

knowledge for how tomitigate it. Third, the way data for genomic

susceptibility are analyzed via a population approach makes it

difficult to extrapolate such average findings to a particular indi-

vidual. For example, someone may have low-frequency modifier

genes for a condition at risk or unusual environmental inter-

actions that markedly affect susceptibility. Notwithstanding

these issues, as millions of individuals with diverse phenotypes

undergo whole-genome sequencing (Figure 3), the ability to

provide meaningful risk data will increase. Having the full GIS

of each individual will further enrich the probabilistic approach

of providing vulnerability data early in one’s life. For example, if

one’s sequence data indicate a risk for hypertension, that risk

may be further modulated by knowledge of his/her proteins, me-

tabolites, microbiome, and epigenomics. The use of a biosensor

watch to passively collect continuous blood pressure measure-

ments could make diagnosis at the earliest possible time, avoid-

ing any end-organ damage to the heart or kidney. Specific

Figure 5. Legend from Whole-Genome Sequencing to Identification

of a Causative Variant
Following sequencing, alignment, and annotation, the 3.5 million variants—all
genetic variants in the family (unaffected and affected individuals)—are
analyzed to identify known disease variants. Then inheritance-based and
population-based filters are applied. Phenotype-informed ranking and func-
tional filters are used to then determine the root-cause variant. The timeline for
this involves (1) sample preparation of 2 days, (2) sequencing of 2 days in fast
output mode, the (3) preliminary analysis in&24 hr (6 hr for variant calling, 1 hr
annotation, 1 hr for each candidate variant), and (4) literature review to exclude
and include genes hit by potential candidate variants—an additional &5 days.
The cost for analysis is predominantly personnel and compute time on the
cloud, estimated to be &$300.
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treatments could be used that are biologically based from one’s

GIS. Similarly, for asthma, the panoromic information, coupled

with biosensors that track air quality, pollution, forced expiratory

volume, and other relevant physiologic metrics, could prove

useful to prevent an attack.

A futuristic way in which genomics and biosensors will ulti-

mately converge is through injectable nanosensors that put the

blood in continuous surveillance mode (Ferguson et al., 2013).

Such sensors have the ability to detect a DNA, RNA, autoanti-

body, or protein signal and to wirelessly transmit the signal to

the individual’s smartphone. This sets up the potential for detect-

ing endothelial sloughing from an artery before a heart attack

(Damani et al., 2012), plasma tumor DNA in a patient being

treated for or in remission from cancer, or a child with known

genomic risk of autoimmune diabetes that is developing autoan-

tibodies to pancreatic b-islet cells long before there has been

destruction. The blood under continuous surveillance concept

highlights the potential ability to temporally detect a risk signal

for a major clinical event and to implement true preventive ther-

apy. That could be intensive antiplatelet medication to prevent a

heart attack, genomic-guided treatment of cancer recurrence at

the earliest possible juncture, or immunomodulation therapy for

autoimmune diabetes.

Infectious Diseases

Whole-genome sequencing has proven to be particularly useful

for tracking pathogen outbreaks, such as for tuberculosis (Gardy

et al., 2011), methicillin-resistant Staphylococcus aureus, antibi-

otic-resistant Klebsiella pneumonia, and Clostridium difficile

(Eyre et al., 2013; Harris et al., 2013; Snitkin et al., 2012). Beyond

identifying the particular bacterial or viral strain that accounts for

an outbreak’s origin and spread, sequencing is likely to prove to

be quite useful for rapid, early characterization of the cause of

infection and specific, effective antibiotic therapy. For sepsis,

the current standard of care is to take blood or other body fluids

for culture, which typically takes 2 days to grow out. Additionally,

there is at least another day required to determine sensitivities

to a range of antibiotics. In the future, with lab-on-a-chip

sequencing platforms that attach to or are integrated with a

smartphone (Biomeme and QuantuMD), it may be feasible to

do rapid sequencing of the pathogen and determination of the

optimal treatment. Such a strategy would preempt the need for

broad-spectrum antibiotic use, and the rapid diagnosis and tar-

geted treatment would likely have a favorable impact on prog-

nosis in these very high-risk, critically ill patients.

Cancer

With cancer’s basis in genomics, there have been extensive

efforts to characterize the principal driver mutations and biologic

pathways, especially through The Cancer Genome Atlas (TCGA)

(Kandoth et al., 2013a, 2013b; Alexandrov et al., 2013). Our un-

derstanding of the biology of cancer has expanded exponentially

and, with it, so has the appreciation for its extreme complexity.

Perhaps the two classical ‘‘Hallmarks of Cancer’’ Reviews in

Cell, one in 2000 and the sequel in 2011, best exemplify this

(Hanahan and Weinberg, 2000; Hanahan and Weinberg, 2011).

The diagram to explain the principal mechanisms of cancer

was already exceptionally complex in 2000 and became at least

a log order more intricate a decade later. In a more recent review

of the cancer genome landscape, the Johns Hopkins group pro-

vided perspective for the 84 known oncogenes and 54 tumor

suppressor genes that have been fully validated (Vogelstein

et al., 2013). There will unquestionably be more, but estimates

of the total number of genes involved in pivotal mutations may

wind up being &200. Beyond this, the principal pathways

involving cell survival, cell fate, and DNA damage repair are

recognized. Certain cancers have a relative low burden of

mutations per megabase of the tumor genome, such as acute

myelogenous leukemia (<1), whereas other are quite high, like

lung adenocarcinoma or squamous cell carcinoma (&50)

(Kandoth et al., 2013b; Vogelstein et al., 2013). Mutations of

certain genes, such as the P53 tumor suppressor, are found in

some patients with any of 12 common forms of cancer (Kandoth

et al., 2013b). Our old taxonomy of cancer based upon the organ

of origin may be considered inapt, for knowledge of the driver

mutation(s) and pathway could be more useful for individualizing

treatment. ‘‘N of 1’’ case reports with whole-genome sequencing

have been particularly illuminating for the clonal origin of an

individual’s cancer (Brannon and Sawyers, 2013; Haffner et al.,

2013). In the past 2 years, the Food and Drug Administration

has approved almost 20 new drugs that target a specific muta-

tion for cancer.

So, with these leaps in understanding biology and introduc-

tion of new therapies, why has there been relatively little impact

in the clinic to date? One major barrier is that we do not have

drugs that can target tumor suppressor genes, making up

&40% of mix of principal, driver mutations. Sometimes there

are workarounds for this issue, such as the tumor suppressor

gene PTEN, which results in PI3-kinase activation, but more

often, this is not the case. Even for oncogenes, less than

40% have a specific drug antagonist, as most are part of pro-

tein complexes (Vogelstein et al., 2013). A second critical issue

is that there is marked heterogeneity in tumors, both within an

individual’s primary tumor and certainly intermetastatic. This

appears to be a foundation for the common occurrence of

relapse after an initial marked response, reflecting success

directed to an oncogene but also that other undetected muta-

tions become capable of propagating the tumor. The BRAF

mutations, which are drivers in a variety of tumors, notably

melanoma, thyroid, and colon, can be treated with a specific

BRAF inhibitor. In the first 2 weeks of oral therapy, there is usu-

ally a marked response, but at 9–12 months, a relapse is quite

typical (Sosman et al., 2012). Interestingly, when targeting

BRAF for colon cancer, there appears to be primary resistance

to these inhibitors (Prahallad et al., 2012) related to EGFR

expression and emphasizing that the stroma, microenvironment

of the tumor can still exert an important role. The issues of

heterogeneity and resistance lend credence to the use of com-

binations of targeted drugs in the future, but that has yet to be

explored at scale in prospective trials. A third largely unad-

dressed issue in the clinic is the involvement of the epigenome

in tumorigenesis. At least 40 epigenome regulator genes are

known that have highly recurrent somatic mutations in tumors

across a variety of cancers, affecting multiple target genes

simultaneously (Kandoth et al., 2013b; Vogelstein et al., 2013;

Garraway and Lander, 2013; Shen and Laird, 2013). These

are not screened for clinically, nor are there drugs available to

modulate their effect.
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In the clinic today, the bare bones of mutation screening

are typically used, such as HER2 for breast cancer or KRAS for

colon cancer. Recently, Foundation Medicine commercialized

a targeted gene panel of 287 genes that have an established

role in cancer (Frampton et al., 2013). Using predominantly

fixed-formalin, paraffin-embedded samples, mutation cell con-

cordance was established compared with mass spectrometric

methodology (Sequenom), and the typical driver mutations

were identified in a cohort of more than 2,000 individuals, such

as TP53, KRAS, CDKN2A, and PIK3CA (Frampton et al., 2013).

However, there was a long tail of uncommon mutations that

was identified, reflecting the profound diversity of cancers.

This panel represents a step forward compared with a very

limited gene mutation screen for commonly occurring drivers,

which might even miss other pathogenic mutations within

incriminated genes. The 287 genes assessed represent only

<15% of genes and only the coding elements. This is in contrast

to research studies of whole-genome and whole-exome

sequencing, with paired germline DNA for each individual, to

more precisely determine driver mutations (Kandoth et al.,

2013b). Further, multiple recent studies have highlighted the

role of noncoding elements of the genome to play a prominent

role, such as TERT promoters in melanoma (Huang et al.,

2013), a long, noncoding RNA SChLAP1 for aggressive prostate

cancer (Prensner et al., 2013), and identification of &100 non-

coding driver variants for cancer using a new bioinformatics

tool known as FunSeq (Khurana et al., 2013). Clearly, even a

comprehensive exome would only represent a limited swath of

sampling for root causes of cancer in an individual.

Cancer genomic medicine of the future will likely involve a GIS

of the tumor with assessment of DNA sequence, gene expres-

sion, RNA-seq, microRNAs, proteins, copy number variations,

and DNA methylation cross-referenced with the individual’s

germline DNA. But the issue of addressing heterogeneity still

looms (Vogelstein et al., 2013; Bedard et al., 2013), and for

that, there are a few possible steps, including deep sequencing

of the tumor at multiple locations, single-cell sequencing, or the

use of the ‘‘liquid biopsy’’ of cancer (Schwarzenbach et al., 2011;

Leary et al., 2010; Forshew et al., 2012).

Cell-free tumor DNA in plasma, which is present in the vast

majority of patients with cancer, has been shown to be a useful

biomarker for following patients (Schwarzenbach et al., 2011;

Leary et al., 2010; Forshew et al., 2012) and appears to have

independent prognostic significance (Dawson et al., 2013). It

may be that plasma tumor DNA is the best representative

of the cancer for targeted treatment because avoidance of

metastasis is of utmost concern. The ease of isolating and

sequencing cell-free tumor DNA is likely to make this a very

attractive and routine in the future. Especially appealing is the

ability to sample on a more frequent and even continuous basis

using biosensors. Whether the ‘‘liquid biopsy’’ will help override

the challenges related to intratumor heterogeneity and re-

currence of cancer awaits prospective evaluation. Also of

particular interest, at some point, will be screening healthy peo-

ple for cell-free tumor DNA to determine whether we are

constantly facing microscopic tumor burden but are able

to effectively keep the disease in check by a variety of homeo-

static mechanisms.

Molecular Diagnosis

When a patient receives a diagnosis of a chronic illness today, it

is nonspecific and is based on clinical and not molecular

features. Take, for example, diabetes mellitus type 2, which

could reflect anything from insulin resistance, failure of b-islet

cells, or a variety of subtypes, including a-adrenergic receptor

(ADRA2A) diabetes (Gribble, 2010) or a zinc transporter subtype

(SLC30A8) (Sladek et al., 2007). Common genomic variants have

been identified in pathways involving signal transduction, cell

proliferation, glucose sensing, and circadian rhythm (Dupuis

et al., 2010). Some individuals with a high fasting glucose have

a G6PC2 variant that is associated with protection from diabetes

(Bouatia-Naji et al., 2008). A genotype score, amalgamating the

number of risk variants, has been shown to be helpful for identi-

fying high susceptibility (Meigs et al., 2008). Moreover, there are

13 classes of drugs to treat diabetes, and the treatment could be

made considerably more rational with knowledge of the individ-

ual’s underlying mechanism(s).

This brief summary of the diabetes example reflects the need

for a new molecular taxonomy across all diseases. When an

individual is diagnosed (or at some point when risk can be

defined), the molecular basis will be assessed and, ideally,

when possible, the root cause will be established. Clearly, for

many common diseases, there are multiple pathways impli-

cated, and this may prove to be difficult. But there has yet to

be a systematic attempt of providing such amolecular diagnosis

in clinical care. Despite multiple reports of molecular subtypes of

asthma (Wenzel, 2012), multiple sclerosis (Ottoboni et al., 2012),

and colon (Sadanandam et al., 2013) and uterine cancer (Kan-

doth et al., 2013a), which appear to be linked with therapy and

prognosis, this has yet to be made part of medical practice.

Pharmacogenomics

Just as molecular subtyping of chronic disease is not part of

medical practice, pharmacogenomics screening for either

assurance of efficacy or avoidance of major side effects is

predominantly ignored. With the use of GWAS, there has been

an avalanche of discovery of alleles that are pivotal to individual

drug response. Unlike polygenic disease, for which the pene-

trance for a common sequence variant is quite low (approximate

odds ratio of 1.15), the typical genotype odds ratio for prescrip-

tion drugs can be as high as 80, and for many, the range is 3- to

40-fold (reviewed in depth in Harper and Topol [2012]). The likely

explanation for this pronounced impact of common variants on

individual drug response is based on selection—as compared

with diseases, the human genome has had very limited time to

adapt to medication exposure. Despite there being more than

100 drugs that carry a genomic ‘‘label’’ by the Food and Drug

Administration, meaning that there is a recommendation for

genotype assessment before the drug is used, there is rarely

any pharmacogenomic assessment in clinical practice. This

needs to improve, and perhaps the availability of point-of-care

testing will help, along with reduced cost, to eventually promote

routine use. Beyond this barrier, there needs to bemore genomic

sequencing for commonly used drugs, with associated pheno-

typic determination of efficacy and side effects, along with sys-

tematic omic assessment for drugs in development. From the

marked success of discovering genomic-drug interactions found

to date, there is certainly the sense that, the more you look, the
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more you will find. The potential here is to reduce the waste of

pharmaceuticals, not just by avoiding drugs that will not provide

efficacy for particular individuals but also by avoiding serious

toxicity that can be either fatal or life threatening.

Healthspan

The human reference genome is based upon multiple young

individuals who had no phenotypic characterization. Accord-

ingly, we know nothing about the reference human’s natural

history of disease, and one can consider this as a flawed

standard for comparison. Ideally, we should have a reference

genome that has had rigorous phenotyping. This is especially

the case in an era of using sequencing in medical practice but

with an inadequate comparator. Perhaps the optimal phenotype

would be healthspan. At Scripps, we have defined healthy

elderly as age >80 years with no history of chronic illness or

use of medications. The cohort (known as ‘‘Wellderly’’) that we

have assembled over the past 7 years of 1,400 individuals has

an average age of 88, and we have completed whole-genome

sequencing for 500 of these individuals. The intent is to provide

a more useful reference genome with a clearly defined, uniform,

and relevant phenotype.

Moreover, there is another important application of healthspan

genomics. Multiple studies have established that a research

investment in understanding healthy aging would be more pru-

dent than in any specific disease category (Goldman et al.,

2013a). Because the cohort that we have enrolled carries a

similar burden of common risk variants for chronic diseases

compared with the general population, there are most likely a

substantial number of modifier genes and protective alleles

that may be ultimately identified. One example is from APP, a

gene that has a variant for both high risk of Alzheimer’s and

another rare variant with marked protection from cognitive

impairment of Alzheimer’s (De Strooper and Voet, 2012). Un-

questionably, there are many more such variants left to be

discovered, and therein lies the potential for drug discovery

efforts that can follow such findings from nature of particular

genes and pathways that prevent diseases.

Molecular Autopsies

Although physical autopsies have lost favor and become excep-

tionally rare, there is an opportunity to use sequencing to deter-

mine the cause of death, particularly when this occurs suddenly.

Targeted or whole-genome sequencing for heritable heart

disorders implicated in sudden death, including ion channel

mutations and hypertrophic cardiomyopathy, can be performed

in the deceased individual and family members. This approach is

now actively being pursued in New York City for all sudden

cardiac deaths (Erdmann, 2013) and may prove helpful in pre-

venting this condition in family members.

Future Directions

This prewomb-to-tomb review has emphasized that there is a

disproportionate relationship between knowledge and imple-

mentation into clinical practice. For individualized medicine to

take hold, it will require intensive, rigorous validation that these

new approaches improve patient outcomes and are demon-

strated to be cost effective. This proof will be essential for the

medical community to embrace the opportunities but will also

require educational programs that squarely address the knowl-

edge chasm that currently exists for practicing physicians. A

second theme is that our efforts have been largely sequence

centric and have not adequately taken into account or integrated

the data from other omics, no less biosensors and imaging.

Related to this deficiency, there is a profound shortage of data

scientists in biomedicine, with unparalleled opportunities to

process enormous, high-yield data sets. While we will increas-

ingly rely on algorithms, artificial intelligence, and machine

learning, the rate-limiting step necessitates talented bio-

computing and bioinformatic human expertise.

One of the most attractive outgrowths of defining each in-

dividual’s unique biology in an era with unprecedented digital

infrastructure is to be able to share the data. By taking the

deidentified data from each individual, including panoromic, bio-

sensors, social graph, treatment, and outcomes, an extra-

ordinary resource can now be developed. Such a massive

open online medical information (MOOM) repository could

provide matching capability to approximate a newly diagnosed

individual’s data as compared with all of those previously amal-

gamated. For a patient with cancer, for example, this could

provide closest matches to the tumor GIF, demographics, treat-

ment, and outcomes to select an optimal strategy; this would

potentially take Bayesian principles to a new, enriched potential.

Such aMOOM resource does not need to be confined to cancer,

but the first to be announced was with the Leukemia & Lym-

phoma Society and Oregon Health Sciences University for 900

patients with liquid tumors (Winslow, 2013). Hopefully, this will

be one of many data-sharing initiatives in medicine to go for-

ward, now that such rich unique information can be captured

at the individual level, and our computing infrastructure is so

well suited to perform such functions. Although we are still at

the nascent stages of individualized medicine, there has never

been more promise and opportunity to reboot the way health

care can be rendered. Only with systematic validation of these

approaches at the intersection of biology and digital technology

canwe actualize thismore precise, futuristic version ofmedicine.
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Recent studies have offered a glimpse into the sophisticated mechanisms by which inflamma-
somes respond to danger and promote secretion of interleukin (IL)-1b and IL-18. Activation of cas-
pases 1 and 11 in canonical and noncanonical inflammasomes, respectively, also protects against
infection by triggering pyroptosis, a proinflammatory and lytic mode of cell death. The therapeutic
potential of inhibiting these proinflammatory caspases in infectious and autoimmune diseases is
raised by the successful deployment of anti-IL-1 therapies to control autoinflammatory diseases
associated with aberrant inflammasome signaling. This Review summarizes recent insights into
inflammasome biology and discusses the questions that remain in the field.

Introduction
From the primitive lamprey to humans, vertebrates use innate

and adaptive immune systems to defend against pathogens

(Boehm et al., 2012). In mammals, the innate immune system

mounts the initial response to threats. Concomitantly, den-

dritic cells and other antigen-presenting cells (APCs) relay in-

formation about the harmful agent to B and T lymphocytes of

the adaptive immune system. Lymphocytes have diverse anti-

gen receptors, and clonal expansion of the cells that recognize

the foreign material culminates in its targeted removal (Koch

and Radtke, 2011). Antigen receptor gene rearrangements in

lymphocytes enable the adaptive immune system to recognize

seemingly any antigen, but innate immune cells detect patho-

gens with a fixed number of germline-encoded ‘‘pattern

recognition receptors’’ (PRRs) (Takeuchi and Akira, 2010).

PRRs detect unique microbial structures termed pathogen-

associated molecular patterns (PAMPs). Microbial nucleic

acids, bacterial secretion systems, and components of the

microbial cell wall are examples of the conserved microbial

factors that are sensed by PRRs. Damaged host cells can

also trigger PRRs by releasing danger-associated molecular

patterns (DAMPs) such as uric acid crystals, ATP, high-

mobility group box 1 (HMGB1), and the heat-shock proteins

hsp70 and hsp90.

PRRs can be subdivided into twomajor classes based on their

subcellular localization. Toll-like receptors (TLRs) and C-type

lectin receptors (CLRs) are transmembrane proteins found in

the plasma membrane and endosomes, where they can survey

PAMPs and DAMPs in the extracellular milieu. A second class

of PRRs resides in intracellular compartments and includes the

RIG-I-like receptor (RLR), the AIM2-like receptor (ALR), and the

nucleotide-binding domain and leucine-rich repeat-containing

(NLR) proteins (Takeuchi and Akira, 2010). We would add to

this second class of PRRs the proteins that sense cytosolic

DNA and trigger the production of type I interferon (Paludan

and Bowie, 2013).

Many PRRs encountering PAMPs and DAMPs trigger

signaling cascades that promote gene transcription by nuclear

factor-kB (NF-kB), activator protein 1 (AP1), and interferon regu-

latory factors (IRFs). Target genes encode cytokines, interferons,

and other proinflammatory or microbicidal proteins (Takeuchi

and Akira, 2010). A subset of NLRs and ALRs triggers a distinct

defense mechanism. These proteins assemble cytosolic protein

complexes called inflammasomes to activate proinflammatory

caspases 1 and 11 (Kayagaki et al., 2011; Martinon et al.,

2002). Rapid conversion of procaspase zymogens into enzymat-

ically active proteases results in: (1) the production of proinflam-

matory IL-1b and IL-18 and (2) the death of the cell.

Here, we review recent progress in our understanding of in-

flammasome signaling, the consequences of aberrant inflamma-

some signaling in human disease, and the therapeutic potential

of inflammasome modulation in inflammatory diseases.

Canonical and Noncanonical Inflammasomes: Platforms
for Caspase-1 and -11 Activation
Canonical inflammasomes convert procaspase-1 into the cata-

lytically active enzyme, whereas an undefined noncanonical

inflammasome promotes activation of procaspase-11 (Figure 1).

Caspases 1 and 11 belong to a family of aspartate-specific

cysteine proteases conserved through evolution. Like caspases

8, 9, and 10, which initiate apoptotic cell death, caspases 1 and

11 have large prodomains that mediate interactions with other

proteins. Interaction motifs belonging to the ‘‘death domain’’ su-

perfamily bring the zymogens into the activating protein complex

(Lamkanfi and Dixit, 2012; Riedl and Salvesen, 2007). These

homotypic interaction domains typically consist of six or seven

antiparallel a helices, the relative orientation of which determines

their classification as a caspase activation and recruitment
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domain (CARD), pyrin domain (PYD), death domain (DD), or

death effector domain (DED).

The structural rearrangements that occur when procaspases 1

and 11 are activated have not been characterized in detail, but

activation is thought to mirror the proximity-induced activation

of caspases 8 and 9 (Riedl and Salvesen, 2007). Activation of

caspase-9 within the ‘‘apoptosome’’ has several features in

common with activation of caspase-1 within canonical inflam-

masomes. First, the apoptosome and canonical inflammasomes

are large, cytosolic, multiprotein complexes that recruit and

promote the activation of a CARD-containing initiator caspase.

Second, each complex consumes ATP and may have a dou-

ble-ringed wheel structure with 7- or 8-fold symmetry (Duncan

et al., 2007; Faustin et al., 2007; Riedl and Salvesen, 2007). Third,

recruitment of procaspases 1 and 9 to their respective com-

plexes is sufficient for them to acquire enzymatic activity (Broz

et al., 2010a; Riedl and Salvesen, 2007; Van Opdenbosch

et al., 2014), although their maturation into heterotetramers by

autoprocessing may lock the proteases into an enzymatically

active state. Finally, the intracellular K+ concentration appears

to set the threshold for assembly of the apoptosome and several

inflammasomes (Arlehamn et al., 2010; Cain et al., 2001; Muñoz-

Planillo et al., 2013). It is possible that cellular stress or damage

associated with K+ efflux relieves a checkpoint safeguarding the

cell against unwarranted activation of these lethal caspases.

Caspases 1 and 11 in Immunity and Host Defense
Inflammasomes modulate host defense responses through the

production of eicosanoids (von Moltke et al., 2012) and other

mechanisms (Lamkanfi, 2011), but the induction of pyroptosis

and secretion of proinflammatory IL-1b and IL-18 are considered

the prominent outcomes of inflammasome signaling. Pyroptosis

is a nonhomeostatic and lyticmode of cell death that requires the

enzymatic activity of caspase-1 or -11 (Kayagaki et al., 2011).

Cells dying by pyroptosis exhibit cytoplasmic swelling and

rupture of the plasma membrane, features that are shared with

caspase-independent necroptotic cell death (Lamkanfi, 2011).

Themolecular events underlying these changes remain obscure,

but the application of sophisticated proteomic approaches may

illuminate these phenomena in the future. Despite such gaps in

our knowledge, pyroptosis has emerged as a key defense

against microbial infections (Aachoui et al., 2013; Case et al.,

2013; Casson et al., 2013; Kayagaki et al., 2011; Miao et al.,

2010a). It is thought to halt the replication of intracellular patho-

gens by eliminating infected immune cells while simultaneously

promoting destruction of surviving bacteria by exposing them

to circulating phagocytes and neutrophils. Moreover, pyroptosis

may influence adaptive immunity against the infectious agent by

releasing antigens into the extracellular milieu, with DAMPs such

as IL-1a and HMGB1 acting as potential adjuvants. Further char-

acterization of the in vivo roles of pyroptosis will depend on the

identification of markers that are specific for this type of cell

death. Biomarkersmay also unveil potential differences between

caspase-1- versus caspase-11-induced pyroptosis.

Caspases 1 and 11 both induce pyroptosis, but only caspase-

1 processes IL-1b and IL-18 (Figure 2). IL-1b is a pyrogenic cyto-

kine that also promotes adaptive T helper 1 (Th1), Th17, and

humoral immunity. IL-18 is important for IL-17 expression by

Th17 cells and may polarize T cells toward Th1 or Th2 profiles in

combination with other cytokines (Dinarello, 2009). Unlike most

cytokines, IL-1b and IL-18 are not secreted through the classical

endoplasmic reticulum-Golgi route but are produced as biolog-

ically inactive precursor proteins that are cleaved prior to their

secretion as bioactive cytokines (Lamkanfi, 2011). Pro-IL-18 is

expressed constitutively in macrophages, whereas expression

of pro-IL-1b is regulated by NF-kB-mediated transcription.

Although caspase-11 is required for macrophages to secrete

IL-1b and IL-18 after infection with Escherichia coli, Citrobacter

rodentium, or Vibrio cholerae, caspase-1 must be activated too

(Gurung et al., 2012; Kayagaki et al., 2011). In contrast, pyropto-

sis in response to these bacteria requires caspase-11, but not

Figure 1. Composition of Canonical and Noncanonical In-

flammasomes
The murine NLRs Nlrp3, Nlrp1b, and Nlrc4 and the ALR member absent in
melanoma 2 (AIM2) assemble canonical inflammasomes that promote acti-
vation of the cysteine protease caspase-1. NLRs are characterized by the
combined presence of a NACHT domain and a variable number of LRRs. Most
NLRs further contain either a CARD or PYDmotif in their amino-terminus. AIM2
is composed of an amino-terminal PYD and a carboxy-terminal DNA-binding
HIN200 domain. Note that murine Nlrp1b lacks the amino-terminal PYD motif
found in human NLRP1 and is autocatalytically cleaved in its central FIIND
domain. Nlrp1b and Nlrc4 recruit caspase-1 via their CARD motifs. The
bipartite PYD-CARD adaptor protein ASC may stabilize these interactions and
is required for assembly of the AIM2 and Nlrp3 inflammasomes. A currently
unknown cytosolic LPS sensor mediates activation of caspase-11 in the
noncanonical inflammasome. CARD, caspase recruitment domain; FIIND,
domain with function to find; LRR, leucine-rich repeat; NACHT, nucleotide-
binding and oligomerization domain; NLR, Nod-like receptor; PYD, pyrin.
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caspase-1 (Figure 2). Further evidence of a unique role for cas-

pase-11 is provided by the resistance of caspase-11-deficient

mice, but not caspase-1-deficient mice, in a model of endotoxic

shock (Kayagaki et al., 2011; Wang et al., 1998). Like caspase-1

deficiency, combined loss of the caspase-1 substrates IL-1b and

IL-18 does not provide significant protection in this model of

endotoxic shock (Kayagaki et al., 2011; Lamkanfi et al., 2010).

Pyroptosis to excess might promote sepsis by inducing immu-

nosuppression while amplifying the inflammatory response. In

this regard, activation of caspase-1 and pyroptosis in quiescent

CD4+ T cells was recently proposed to underlie the immunosup-

pressive and chronic inflammatory condition of HIV-infected in-

dividuals (Doitsh et al., 2014).

Caspase-11 responds to most intracellular Gram-negative

bacteria (Broz et al., 2012; Case et al., 2013; Casson et al.,

2013; Gurung et al., 2012; Rathinam et al., 2012), with those

invading the cytosol being detected earlier than those remaining

in vacuoles (Aachoui et al., 2013). In contrast, Gram-positive

pathogens do not activate caspase-11 (Rathinam et al., 2012).

The explanation for these observations is that activation of cas-

pase-11 is triggered by acylated lipid A, a component of the LPS

found in many Gram-negative bacteria (Hagar et al., 2013; Kaya-

gaki et al., 2013). Of note, intracellular LPS or acylated lipid A

activated caspase-11 in macrophages lacking the LPS receptor

TLR4. Indeed, TLR4-deficient mice treated first with a TLR3

agonist to induce expression of caspase-11 were susceptible

to a lethal dose of LPS, whereas themajority of caspase-11-defi-

cient mice survived this regimen (Hagar et al., 2013; Kayagaki

et al., 2013). These observations argue that there is another

LPS receptor besides TLR4 whose role is to activate caspase-

11 upon binding to intracellular LPS. Identification of this recep-

tor and the substrates of the noncanonical inflammasome should

shed light on the roles of human caspases 4 and 5. These

caspases share highest sequence homology with mouse cas-

pase-11, but whether they represent true functional orthologs

will require further study.

Canonical Inflammasome Subtypes and Their Activation
Mechanisms
Although the composition of the noncanonical inflammasome re-

mains unknown, several canonical inflammasomes that activate

caspase-1 in response to endogenous and exogenous danger

signals have been characterized. Each is named after its NLR

or ALR protein scaffold (Lamkanfi and Dixit, 2012). Human

NLRP2, NLRP6, NLRP7, NLRP12, and the ALR protein IFI16

may assemble inflammasomes, but additional studies are

needed to understand their importance for caspase-1 activation.

In contrast, the role of ALR AIM2 and the NLRs NLRP1, NLRP3,

and NLRC4 in inflammasome signaling is firmly established

(Figure 1). In the following section, we discuss the activation

mechanisms of these inflammasomes in additional detail.

The Nlrp1a and Nlrp1b Inflammasomes

Humans have a single NLRP1 gene, whereas mice have Nlrp1a,

Nlrp1b, and Nlrp1c genes. An important difference between hu-

man NLRP1 and its murine orthologs is that the latter lack a PYD

motif at the N terminus (Boyden and Dietrich, 2006). Nlrp1b is

highly polymorphic between mouse strains. Macrophages from

129S1 mice produce functional Nlrp1b but lack mRNA expres-

sion of the other two isoforms (Boyden and Dietrich, 2006; Sas-

talla et al., 2013). In contrast, C57BL/6 mice express Nlrp1a and

Nlrp1c but have mutations in Nlrp1b that render the Nlrp1b pro-

tein nonfunctional. The role of Nlrp1c remains to be discovered,

but genetic data support a role in inflammasome signaling for

Nlrp1a and Nlrp1b.

Mice homozygous for an activating Q593P point mutation

in Nlrp1a succumb to a systemic neutrophilic inflammatory dis-

ease at 3–5 months of age (Masters et al., 2012). Neutrophilia

is caused by excessive IL-1b production and pyroptosis of

hematopoietic progenitor cells. The mice exhibit profound cyto-

penia after chemotherapy or infection with lymphocytic chorio-

meningitis virus (LCMV). Biochemical studies may clarify what

triggers Nlrp1a activation and why the Q593P mutation in its

function-to-find (FIIND) domain renders the protein constitutively

active.

The Nlrp1b inflammasome is an important defense mecha-

nism against Bacillus anthracis because defective activation of

the Nlrp1b inflammasome hampers host defense in mice in-

fected with live B. anthracis spores (Moayeri et al., 2010; Terra

et al., 2010).Nlrp1b is the key locus determining whether macro-

phages undergo pyroptosis in response to B. anthracis lethal

toxin (LeTx) (Boyden and Dietrich, 2006). Thus, macrophages

from Nlrp1b-deficient mice fail to activate caspase-1 and are

defective at IL-1b secretion and pyroptosis in response to

LeTx (Kovarova et al., 2012). Nlrp1b recruits caspase-1 directly

Figure 2. Major Effector Mechanisms of the

Canonical and Noncanonical Inflamma-

somes
Assembly of the canonical inflammasome com-
plexes promotes the proximity-induced autoacti-
vation of caspase-1. Caspase-1 subsequently
converts its substrates proIL-1b and proIL-18 into
the secreted bioactive cytokines and triggers
pyroptosis through an unknown mechanism. A
hypothetical noncanonical inflammasome that is
activated in response to the detection of cyotosolic
LPS triggers activation of caspase-11 in macro-
phages infected with Escherichia coli, Citrobacter
rodentium, Vibrio cholera, and other Gram-nega-
tive bacteria that enter the cytosol. Caspase-11
mediates pyroptosis and extracellular release of
IL-1a andHMGB1directly and induces secretion of
mature IL-1b and IL-18 indirectly through engage-
ment of the canonical Nlrp3 inflammasome.
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via its CARD motif, although the bipartite PYD-CARD adaptor

protein ASCmay stabilize these interactions. Indeed, ASC is crit-

ical for Nlrp1b-induced caspase-1 autoprocessing but dispens-

able for LeTx-induced pyroptosis and IL-1b secretion (Van

Opdenbosch et al., 2014).

LeTx is a two-component toxin in which the ‘‘protective anti-

gen’’ subunit provides the metalloprotease effector subunit

‘‘lethal factor’’ (LF) access to the cytosol. Initially, Nlrp1b was

assumed to just physically associate with cytosolic LF, but it

was then shown that LF metalloprotease activity was needed

for its recognition (Fink et al., 2008). Subsequent studies showed

that LeTx cleaves Nlrp1b close to its N terminus (Chavarrı́a-

Smith and Vance, 2013; Hellmich et al., 2012). How removal of

a short (4 kDa) peptide from the N terminus promotes inflamma-

some activation requires further analysis (Figure 3).

The Nlrc4 Inflammasome

Similar to Nlrp1b, Nlrc4 contains a CARD motif through which it

interacts with caspase-1, and this probably explains why ASC is

dispensable for Nlrc4-induced pyroptosis (Figure 1). Neverthe-

less, ASC may amplify Nlrc4 inflammasome activity because

it is critical for Nlrc4-induced caspase-1 autoprocessing and

secretion of mature IL-1b and IL-18 (Broz et al., 2010b;Mariatha-

san et al., 2004; Van Opdenbosch et al., 2014). Nlrc4 responds

to two critical components of pathogenic bacteria: flagellin,

the building block of their locomotion machinery, and proteins

from the type III and IV bacterial secretion systems that inject

virulence factors into the host cell (Amer et al., 2006; Franchi

et al., 2006; Miao et al., 2006; Miao et al., 2010b). Consequently,

the Nlrc4 inflammasome is a major component of host defense

against facultative intracellular pathogens such as Salmonella

Typhimurium, Shigella flexneri, Pseudomonas aeruginosa, Bur-

kholderia thailandensis, and Legionella pneumophila (Lamkanfi

and Dixit, 2012). Activation of Nlrc4 involves members of the

Naip subfamily of NLRs (Kofoed and Vance, 2011; Rayamajhi

et al., 2013; Yang et al., 2013; Zhao et al., 2011). Naip proteins

have BIR motifs at their N terminus, whereas most NLRs carry

a CARD or PYD motif (Lamkanfi and Dixit, 2012). The murine

Naip locus is highly polymorphic. C57BL/6J mice express four

Naip proteins: Naip1 binds to the needle of the type III secretion

system (Rayamajhi et al., 2013; Yang et al., 2013), Naip2 binds to

the basal rod component (Kofoed and Vance, 2011; Zhao et al.,

2011), and Naip5 and Naip6 recognize flagellin (Kofoed and

Vance, 2011; Zhao et al., 2011). Humans express only one

NAIP homolog, and it binds to the needle structure of the type

III secretion system (Yang et al., 2013; Zhao et al., 2011). Once

Naip proteins have bound their ligands, they may bind to Nlrc4

to promote activation of caspase-1. Posttranslational modifica-

tion of Nlrc4 also contributes to inflammasome activation,

with Ser533 in Nlrc4 being phosphorylated after infection with

S. Typhimurium (Qu et al., 2012). This phosphorylation site ap-

pears conserved through evolution because a mouse Nlrc4 trun-

cation mutant lacking its CARD and an internal peptide was

phosphorylated at Ser533 when it was expressed in insect cells

(Hu et al., 2013). In crystals, CARD-less Nlrc4 adopted a solenoid

shape in which the LRRs folded back onto the NACHT domain

(Hu et al., 2013). Further investigation of the relationship between

Naip detection of bacterial components and Nlrc4 phosphoryla-

tion may illuminate how this inflammasome is activated.

The Nlrp3 Inflammasome

The Nlrp3 inflammasome is assembled when the amino-terminal

PYD of Nlrp3 engages in homotypic interactions with the PYD

of ASC to recruit caspase-1. However, the mechanisms associ-

ated with activation of the Nlrp3 inflammasome continue to be

debated. This inflammasome is activated by bacterial, viral,

Figure 3. Schematic Overview of Proposed Inflammasome Activation Mechanisms
The different inflammasomes recruit and activate caspase-1 in response to a variety of triggers. PAMPs, DAMPs, pore-forming toxins, crystals, and UV radiation
are thought to activate the Nlrp3 inflammasome by reducing intracellular K+ concentrations, by promoting cytosolic release of lysosomal cathepsins, by
relocating Nlrp3 to the mitochondrial outer membrane, and by inducing mitochondrial damage, which may be sensed by Nlrp3 via the production of ROS or the
cytosolic release of oxidized mitochondrial DNA and cardiolipin. The presence of Bacillus anthracis lethal toxin in the cytosol might be detected through the
cleavage of Nlrp1b. Cells exposed to bacteria expressing flagellin or a type III (T3SS) or IV (T4SS) secretion system indirectly activate the Nlrc4 inflammasome
through Naip proteins. Mouse Naip1 and human NAIP bind the T3SS needle, while mouse Naip2 detects the rod component of T3SS and T4SS. Finally, mouse
Naip5 and -6 detect bacterial flagellin in the cytosol. These bacterial factors also induce PKCd-mediated phosphorylation of Nlrc4 on Ser533, which is required
for activation of the Nlrc4 inflammasome. AIM2 is activated by the presence of dsDNA in the cytosol of cells infected with Francisella tularensis, Listeria
monocytogenes, and the DNA viruses cytomegalovirus and vaccinia virus.
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and fungal pathogens, pore-forming toxins, crystals, aggregates

such as b-amyloid, and DAMPs such as ATP and hyaluronan

(Lamkanfi and Dixit, 2012). It is generally agreed that detection

of such a diversity of agents cannot be direct. Instead, Nlrp3 is

thought to monitor some host-derived factor that is altered

by these agents. Several hypotheses for Nlrp3 activation have

been formulated. They can be summarized as follows: Nlrp3 is

activated by: (1) K+ efflux (Muñoz-Planillo et al., 2013), (2) trans-

location to mitochondria (Misawa et al., 2013; Subramanian

et al., 2013; Zhou et al., 2011), (3) the production ofmitochondrial

reactive oxygen species (Zhou et al., 2011), (4) the release of

mitochondrial DNA or the mitochondrial phospholipid cardiolipin

(Iyer et al., 2013; Nakahira et al., 2011; Shimada et al., 2012), and

(5) the cytosolic release of lysosomal cathepsins (Hornung et al.,

2008). A single unifying event has not emerged because some

of these events do not occur with all Nlrp3-activating agents,

or they are associated with multiple inflammasomes, or their

occurrence is contested (Bauernfeind et al., 2011; Muñoz-Pla-

nillo et al., 2013; Pétrilli et al., 2007). There is disagreement too

as to whether PKR (Lu et al., 2012), TXNIP (Zhou et al., 2010),

and MAVS (Subramanian et al., 2013) have important roles in

the Nlrp3 pathway (Ermler et al., 2014; He et al., 2013; Masters

et al., 2010; Muñoz-Planillo et al., 2013).

What is clear is that activation of the Nlrp3 inflammasome re-

quires two signals (Figure 4). First, an NF-kB-activating stimulus

Figure 4. Priming and Activation Signals of

the Nlrp3 Inflammasome
Although the exact molecular mechanisms of
NLRP3 inflammasome assembly are incompletely
understood, it is well-established that Nlrp3 acti-
vation requires two signals. Binding of the TLR4
ligand LPS to its receptor provides the first signal
by triggering NF-kB-mediated upregulation of
Nlrp3 along with proIL-1b. Alternatively, TLR4may
provide signal 1 through an incompletely under-
stood pathway involving its adaptor molecules
MyD88, IRAK1, and IRAK4 without the need for
new protein synthesis. BRCC3-mediated K63-
deubiquitination of Nlrp3 is required for Nlrp3
inflammasome assembly and activation by extra-
cellular ATP and other Nlrp3-activating stimuli.
These agents provide a second signal in the form
of K+ efflux, cytosolic release of lysosomal
cathepsins, relocalization of Nlrp3 from the cytosol
to mitochondria, or cytosolic release of mito-
chondria-derived factors such as reactive oxygen
species (ROS), cardiolipin, and oxidized mito-
chondrial DNA (mtDNA).

is required for cells to express pro-IL-1b

and optimal Nlrp3 (Bauernfeind et al.,

2009). Actual assembly of the Nlrp3 in-

flammasome occurs when a second

signal is provided by an Nlrp3-acti-

vating agent (Lamkanfi and Dixit, 2012).

Although Nlrp3 induction certainly con-

tributes to inflammasome activation, brief

TLR stimulation that doesn’t increase the

amount of Nlrp3 is sufficient to prime the

pathway for activation by ATP (Juliana

et al., 2012; Schroder et al., 2012). This

alternative signal 1 is provided by TLR4 and is relayed by its

adaptors MyD88, IRAK1, and IRAK4 independently of new pro-

tein synthesis (Fernandes-Alnemri et al., 2013; Juliana et al.,

2012; Lin et al., 2014). Intriguingly, Nlrp3 deubiquitination is

required for inflammasome assembly and activation (signal 2)

(Juliana et al., 2012; Lopez-Castejon et al., 2013; Py et al.,

2013). The K63-specific deubiquitinase BRCC3 was proposed

to remove ubiquitin chains from the Nlrp3 leucine-rich repeat

(LRR) motifs at this step (Py et al., 2013). Whether this triggers

Nlrp3 relocalization, induces conformational changes, or serves

other purposes that promote Nlrp3 inflammasome assembly is

not known. Also the identity of the E3 ubiquitin ligase that mod-

ifies Nlrp3 in the basal state is unclear.

The AIM2 Inflammasome

The ALR protein AIM2 assembles a canonical inflammasome

that recruits ASC to activate caspase-1. It does so when its

DNA-binding HIN200 domain detects DNA from intracellular

pathogens such as Francisella tularensis, cytomegalovirus, and

vaccinia virus (Alnemri, 2010; Kanneganti, 2010). Mice lacking

AIM2 or caspase-1 fail to clear infections with F. tularensis, the

causative agent of tularaemia, illustrating the critical role that

the AIM2 inflammasome plays in host defense against microbial

pathogens (Alnemri, 2010). In association with Nlrp3 and Nlrc4,

AIM2 also contributes to caspase-1 activation by Listeria mono-

cytogenes (Rathinam et al., 2010; Sauer et al., 2010; Wu et al.,
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2010). It was suggested that AIM2 may be linked to the pathol-

ogy of autoimmune disorders such as systemic lupus erythema-

tosus where DNA-autoantibodies are abundant (Zhang et al.,

2013). If proven true, the pathway becomes a candidate for tar-

geted therapies.

Of note, AIM2 inflammasome activation in macrophages co-

incides with the formation of a single large perinuclear aggre-

gate or ‘‘speck’’ (Jones et al., 2010). Specks are also seen

upon activation of the Nlrp1b, Nlrc4, and Nlrp3 inflammasomes

(Broz et al., 2010a; Broz et al., 2010b; Van Opdenbosch et al.,

2014). Speck formation is explained by the tendency of the

ASC PYD domain to polymerize into star-shaped, branched

filaments that serve as platforms for caspase-1 clustering (Cai

et al., 2014; Lu et al., 2014). AIM2 and Nlrp3 nucleate ASC

fibers through their PYD domains (Cai et al., 2014; Lu et al.,

2014). The CARD of Nlrc4 triggers formation of similar ASC

fibers, and again, the PYD of ASC is important (Cai et al.,

2014). Of note, however, speck formation is not an absolute

requirement for inflammasome activity because S. Typhimu-

rium activates caspase-1 and induces pyroptosis even in the

absence of ASC (Broz et al., 2010b; Van Opdenbosch et al.,

2014). Nlrp1b-induced pyroptosis and IL-1b secretion also

have been reported to occur in the absence of ASC (Van Op-

denbosch et al., 2014).

Therapeutic Potential of Inflammasome Modulation
Aberrant inflammasome signaling contributes to pathology in a

large number of infectious (Lamkanfi and Dixit, 2011) and auto-

immune diseases (Lamkanfi and Dixit, 2012; Strowig et al.,

2012). Recent work implicated inappropriate inflammasome

signaling in graft-versus-host disease (Jankovic et al., 2013),

type 2 diabetes (Jourdan et al., 2013; Masters et al., 2010),

obesity-induced asthma (Kim et al., 2014), and insulin resistance

(Stienstra et al., 2011; Vandanmagsar et al., 2011; Wen et al.,

2011). Moreover, the NLRP3 inflammasome is activated during

age-related macular degeneration (AMD) (Marneros, 2013;

Tarallo et al., 2012). The accumulation of drusen and retinal dam-

age in AMD is the leading cause of central vision loss in the

elderly. Nlrp3 inflammasome blockade augmented retinal dam-

age in an acute laser-induced wound-healing model (Doyle

et al., 2012), but chronic NLRP3-driven IL-1b production may

contribute to AMD-associated chorioretinal pathology in pa-

tients. This hypothesis is supported by studies demonstrating

that deletion of Nlrp3 and caspase-1 reduced AMD pathology

in two mouse models that resemble age-dependent aspects of

human AMD (Marneros, 2013; Tarallo et al., 2012).

Alzheimer’s disease is another age-related degenerative dis-

order that is exacerbated by NLRP3 inflammasome activity.

Fibrillar b-amyloid deposits engage the NLRP3 inflammasome

in cultured microglia and recruit activated microglia to b-amyloid

plaques in the brain in vivo (Halle et al., 2008). More recently,

deletion of Nlrp3 or caspase-1 was demonstrated to reduce

memory loss and the accumulation of chronic b-amyloid

deposits in transgenic mouse models of Alzheimer’s disease

(Heneka et al., 2013). In keeping with these observations, micro-

glia in the vicinity of b-amyloid plaques in either Alzheimer’s pa-

tients or mouse models of the disease were shown to express

more IL-1b (Kim and de Vellis, 2005; Simard et al., 2006). In addi-

tion, mice lacking IL-1 receptor antagonist (IL-1Ra) exhibited

more neuronal damage when exposed to exogenous b-amyloid

(Craft et al., 2005).

Anti-IL-1 therapies have proven successful in several of

the aforementioned ailments, including type 2 diabetes and juve-

nile rheumatoid arthritis (Dinarello et al., 2012; Larsen et al.,

2007). Clinical studies may establish the therapeutic validity

of inflammasome inhibition in additional inflammatory disorders

in the future. To highlight a number of possible therapeutic

approaches, we will elaborate on inflammasome blockade in

autoinflammatory syndromes, which are often associated with

mutations in inflammasome-related genes.

Inherited autoinflammatory diseases are characterized by

recurrent episodes of inflammation in the absence of high-titer

autoantibodies and antigen-specific T cells. These criteria differ-

entiate them from autoimmune disorders in which autoreactive

antibodies and lymphocytes play a central role in pathogenesis.

Several autoinflammatory disorders are caused by mutations in

genes mediating or modulating inflammasome activation. Well-

studied examples are the cryopyrin-associated periodic fever

syndromes (CAPS), which include familial cold autoinflammatory

syndrome (FCAS), Muckle-Wells syndrome (MWS), and chronic

infantile neurological cutaneous and articular syndrome/

neonatal onset multisystem inflammatory disease (CINCA/

NOMID) (Feldmann et al., 2002; Hoffman et al., 2001). These dis-

eases produce urticarial skin rashes and prolonged episodes of

fever, and a significant number of patients have gain-of-function

mutations in NLRP3 (Feldmann et al., 2002; Hoffman et al.,

2001). The CAPS-associated mutations probably produce

conformational changes in NLRP3 that render the protein consti-

tutively active, thereby causing persistent caspase-1 activation

and disproportionate production of IL-1b and IL-18 (Dowds

et al., 2004).

Inhibition of IL-1 signaling has proven remarkably beneficial

in CAPS patients (Ter Haar et al., 2013). Several other autoin-

flammatory disorders, including tumor necrosis factor recep-

tor-associated periodic syndrome (TRAPS), in which disease is

causally linked with mutations in TNF-R1, have also benefited

from anti-IL-1 therapy. In fact, TRAPS patients respond signifi-

cantly better to IL-1 inhibition than to TNF blockade (Ter Haar

et al., 2013). Anti-IL-1 molecules currently approved for these

syndromes include rilonacept (Hoffman et al., 2012), anakinra

(Goldbach-Mansky et al., 2006), and canakinumab (Kuem-

merle-Deschner et al., 2011). Anakinra is a non-glycosylated

human IL-1 receptor antagonist, and rilonacept contains the

ligand-binding domains of human IL-1 receptor (IL-1R1) and

IL-1 receptor accessory protein (IL-1RAcP) fused to the Fc

portion of a human immunoglobulin G1 (IgG1). The interaction

of anakinra and rilonacept with the IL-1 receptor prevents IL-

1a and IL-1b from binding to the IL-1 receptor and exerting their

biological functions. In contrast, canakinumab is a humanized

monoclonal antibody that neutralizes IL-1b in circulation and

does not interfere with binding of IL-1a to the IL-1 receptor.

Several other molecules targeting either IL-1b or IL-1R are

currently under development (Dinarello et al., 2012).

Despite their remarkable efficacy, anti-IL-1 therapies do not

resolve all CAPS-associated symptoms (Neven et al., 2010).

One possible explanation is that the caspase-1-dependent
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cytokine IL-18 still promotes disease. In mice expressing CAPS-

associatedNlrp3mutations, IL-18was important early in disease

development, whereas the effects of IL-1 dominated at later

stages (Brydges et al., 2013). Of note, however, a number of

CAPS mice lacking both IL-18 and the IL-1 receptor still suc-

cumbed to disease, whereas caspase-1 deficiency provided

full protection. Therefore, other caspase-1-mediated pathways,

such as pyroptosis, may contribute to CAPS pathology. These

findings highlight the potential benefits of blocking the NLRP3

inflammasome directly over inhibiting its downstream cytokines.

It is possible that CAPS and other patients might benefit from

pharmacologic inhibitors of caspase-1 such as VX-765, which

is presently being tested in epilepsy. This compound prevented

IL-1b secretion from LPS-stimulated peripheral blood mononu-

clear cells of FCASpatients in vitro (Stacket al., 2005), suggesting

therapeutic potential in CAPS disease. Continued development

of this and other caspase-1 inhibitors could potentially offer

patients with autoinflammatory and related immune disorders

additional options for improving their quality of life.

Conclusion and Perspectives
This Review has provided a discussion of the key advances

that have been made in understanding the roles and activation

mechanisms of inflammasomes and illustrated their increasingly

appreciated roles in infectious, autoimmune, and autoinflamma-

tory diseases. The existence of a noncanonical inflammasome

that responds to intracellular LPS and Gram-negative bacteria

has been proposed, the importance of posttranslational modifi-

cations in the activation of Nlrc4 and Nlrp1b demonstrated, and

the contribution of pyroptosis in host defense against microbes

and its role in autoinflammation clarified. These recent develop-

ments have raised some fascinating new questions for the

field nonetheless. For instance, how does deubiquitination

modulate Nlrp3 activation, what is the identity of the LPS sensor

activating caspase-11, and how do caspases 1 and 11 trigger

pyroptosis?
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pyrin-induced interleukin 1beta secretion inmonocytic cells: enhanced activity

of disease-associated mutants and requirement for ASC. J. Biol. Chem. 279,

21924–21928.

Doyle, S.L., Campbell, M., Ozaki, E., Salomon, R.G., Mori, A., Kenna, P.F.,

Farrar, G.J., Kiang, A.S., Humphries, M.M., Lavelle, E.C., et al. (2012).

NLRP3 has a protective role in age-related macular degeneration through

the induction of IL-18 by drusen components. Nat. Med. 18, 791–798.

Cell 157, May 22, 2014 ª2014 Elsevier Inc. 1019



Duncan, J.A., Bergstralh, D.T., Wang, Y., Willingham, S.B., Ye, Z., Zimmer-

mann, A.G., and Ting, J.P. (2007). Cryopyrin/NALP3 binds ATP/dATP, is an

ATPase, and requires ATP binding to mediate inflammatory signaling. Proc.

Natl. Acad. Sci. USA 104, 8041–8046.

Ermler, M.E., Traylor, Z., Patel, K., Schattgen, S.A., Vanaja, S.K., Fitzgerald,

K.A., and Hise, A.G. (2014). Rift Valley fever virus infection induces activation

of the NLRP3 inflammasome. Virology 449, 174–180.

Faustin, B., Lartigue, L., Bruey, J.M., Luciano, F., Sergienko, E., Bailly-Maitre,

B., Volkmann, N., Hanein, D., Rouiller, I., and Reed, J.C. (2007). Reconstituted

NALP1 inflammasome reveals two-step mechanism of caspase-1 activation.

Mol. Cell 25, 713–724.

Feldmann, J., Prieur, A.M., Quartier, P., Berquin, P., Certain, S., Cortis, E., Teil-

lac-Hamel, D., Fischer, A., and de Saint Basile, G. (2002). Chronic infantile

neurological cutaneous and articular syndrome is caused by mutations in

CIAS1, a gene highly expressed in polymorphonuclear cells and chondro-

cytes. Am. J. Hum. Genet. 71, 198–203.

Fernandes-Alnemri, T., Kang, S., Anderson, C., Sagara, J., Fitzgerald, K.A.,

and Alnemri, E.S. (2013). Cutting edge: TLR signaling licenses IRAK1 for rapid

activation of the NLRP3 inflammasome. J. Immunol. 191, 3995–3999.

Fink, S.L., Bergsbaken, T., and Cookson, B.T. (2008). Anthrax lethal toxin and

Salmonella elicit the common cell death pathway of caspase-1-dependent py-

roptosis via distinct mechanisms. Proc. Natl. Acad. Sci. USA 105, 4312–4317.

Franchi, L., Amer, A., Body-Malapel, M., Kanneganti, T.D., Ozören, N., Jagir-
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SUMMARY

Latent reservoirs of HIV-1-infected cells are refrac-
tory to antiretroviral therapies (ART) and remain the
major barrier to curing HIV-1. Because latently in-
fected cells are long-lived, immunologically invisible,
and may undergo homeostatic proliferation, a
‘‘shock and kill’’ approach has been proposed to
eradicate this reservoir by combining ART with in-
ducers of viral transcription. However, all attempts
to alter the HIV-1 reservoir in vivo have failed to
date. Using humanized mice, we show that broadly
neutralizing antibodies (bNAbs) can interfere with
establishment of a silent reservoir by Fc-FcR-medi-
ated mechanisms. In established infection, bNAbs
or bNAbs plus single inducers are ineffective in
preventing viral rebound. However, bNAbs plus a
combination of inducers that act by independent
mechanisms synergize to decrease the reservoir as
measured by viral rebound. Thus, combinations of
inducers and bNAbs constitute a therapeutic strat-
egy that impacts the establishment andmaintenance
of the HIV-1 reservoir in humanized mice.

INTRODUCTION

HIV-1 infection can be suppressed with combination antiretro-

viral therapy (ART). However, therapy must be maintained for

the life of the individual because even years of ART does not

eliminate a reservoir of latently infected cells harboring replica-

tion-competent provirus (Siliciano et al., 2003). As a result,

ART interruption produces rapid viral rebound (Davey et al.,

1999). One strategy proposed to eliminate latent viruses involves

reversing their latent state using agents that induce HIV-1 RNA

synthesis under the cover of ART (Deeks, 2012). However, all

attempts to alter the reservoir by intensifying ART with additional

antiretroviral drugs (Dinoso et al., 2009; Gandhi et al., 2010) or by

administering viral inducers in the presence of ART have failed to

date (Archin et al., 2014; Dybul et al., 2002; Lafeuillade et al.,

2001; Prins et al., 1999).

Like ART, broadly neutralizing antibodies (bNAbs) against HIV-

1 can completely suppress viremia in HIV-1-infected humanized

mice (hu-mice) (Horwitz et al., 2013; Klein et al., 2012b) and

SHIV-infected macaques (Barouch et al., 2013; Shingai et al.,

2013). Although the composition of the reservoir is ill defined

andmay differ between ART and antibody treatments, discontin-

uation of ART or bNAb therapy in hu-mice and macaques results

in viral rebound, indicating persistence of a functionally silent

pool of cells harboring replication-competent virus. Moreover,

the relative frequency of latently infected CD4+ T cells as

measured by ex vivo reactivation is similar in ART-suppressed

hu-mice and humans (Chun et al., 1997; Denton et al., 2012; Finzi

et al., 1997; Marsden et al., 2012; Wong et al., 1997). Thus, anti-

bodies and ART control HIV-1 infection in hu-mice but allow

persistence of a latent reservoir.

Unlike ART, however, antibodies can engage the host immune

system by virtue of their Fc effector domains (Nimmerjahn and

Ravetch, 2008) and thereby accelerate clearance of cell-free

virus (Igarashi et al., 1999), induce antibody-dependent cytotox-

icity to kill infected cells (Bonsignori et al., 2012; Chung et al.,

2011; Forthal et al., 2013; Forthal et al., 2001; Jost and Altfeld,

2013; Sun et al., 2011), and produce immune complexes that

activate dendritic cells to become potent antigen-presenting

cells (Dhodapkar et al., 2005). Finally, some classes of bNAbs

can prevent cell-cell transmission of HIV-1(Abela et al., 2012;

Malbec et al., 2013), whereas ART’s activity in this regard is still

debated (Agosto et al., 2014; Schiffner et al., 2013; Sigal et al.,

2011).

Here, we examine the effects of bNAbs on the establishment

of the reservoir and on its maintenance in the presence of

inducers of viral transcription by measuring viral rebound. We

find that bNAbs can interfere with the establishment of the
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reservoir by a mechanism that depends on their ability to bind to

Fc receptors and that bNAbs plus a combination of inducers can

reduce viral rebound from the reservoir in established infections

in hu-mice.

RESULTS

Postexposure Prophylaxis with bNAbs
The ART-resistant reservoir is established early in infection, as

evidenced by postexposure prophylaxis experiments in humans

and macaques (Landovitz and Curry, 2009; Lifson et al., 2000;

Tsai et al., 1998; Tsai et al., 1995; Whitney et al., 2014). Postex-

posure prophylaxis with ART or previous-generation bNAbs is

only effective when administered within 24 hr of intravenous

exposure (Ferrantelli et al., 2007; Landovitz and Curry, 2009;

Lifson et al., 2000; Nishimura et al., 2003; Tsai et al., 1995,

1998). To determine whether the current generation of more

potent bNAbs can abort the establishment of a latent HIV-1

reservoir at later time points, we performed postexposure pro-

phylaxis experiments in hu-mice (Figure 1A). Mice were infected

with HIV-1YU2 (150 ng p24) by intraperitoneal injection and were

treated with either ART (raltegravir, emtricitabine, tenofovir)

(Denton et al., 2012; Nischang et al., 2012) or a tri-mix of bNAbs

(3BNC117, 10-1074, and PG16) (Horwitz et al., 2013) 4 or 8 days

after infection, when viremia was already detectable in 51 of 70

mice. Plasma viremia varied from undetectable to 2.70 3 106

viral RNA copies/ml at 4 days after infection (Figures 1B–1E

and Data S1 available online). In the absence of therapy, 14

out of 15 mice in the control group developed sustained plasma

viremia, ranging from 2.48 3 103 to 4.19 3 106 copies/ml

(Figure 1B).

Doses of ART and antibodies were chosen on the basis of their

therapeutic efficacy in chronic HIV-1 infection in hu-mice (Den-

ton et al., 2012; Horwitz et al., 2013; Klein et al., 2012b; Nischang

et al., 2012). ART was administered in the food for up to 40 days,

starting 4 days after infection (Denton et al., 2012; Nischang

et al., 2012). Antibodies were administered subcutaneously

with a loading dose of 3 mg per mouse and three to five subse-

quent doses of 1.5 mg each, spaced 3–4 days apart (Figure 1A).

Consistent with human and macaque studies, 18 of 22 mice

treated with ART showed viremia after ART termination, demon-

strating that this form of therapy is relatively ineffective at pre-

venting reservoir development in hu-mice when administered

4 days after infection (Figure 1C). Among the 18 viremic mice,

viremia was first detected 28–84 days after ART termination (Fig-

ures 1C and S1). In contrast, 10 of 21 hu-mice treated with anti-

bodies 4 days after infection showed viremia by the terminal

point (p = 0.027, Figure 1F), and for 9 of these 10 viremic mice,

the first detectable viremia occurred 74–107 days after the last

antibody injection (Figures 1D and S1 and Data S1A). The delay

in viral rebound observed for mice treated with antibody at day 4

was statistically significant compared to ART-treated mice (Fig-

ure S1). The mice that rebounded showed a geometric mean

antibody concentration at rebound of 0.46 mg/ml. However,

sustained inhibitory antibody levels did not account for the 11

mice that did not rebound, all of which had antibody levels %

0.50 mg/ml by termination (Data S1C). In contrast to bNAb treat-

ment at day 4, bNAb treatment after 8 days was far less effective,

resulting in viremia in 10 of the 11 treated mice 44–58 days after

the last antibody injection (Figures 1E and 1F and Data S1B).

Mice in the early treatment group that failed to show detect-

able plasma viremia were further examined for the presence of

human CD4+ T cells and cell-associated HIV-1 RNA and DNA

in the spleen.We found thatmice that failed to develop sustained

plasma viremia had similar percentages ofCD4+Tcells relative to

infected controls, which correlated with absolute CD4+ T cell

levels (Figures 1G and S2). Therefore, differences in CD4+

T cell levels are unlikely to account for the observed differences

between viremic and aviremic mice (Figure 1G). Moreover,

T-cell-associated HIV-1 RNA levels were consistent with plasma

viral loads, with mice that remained aviremic having either unde-

tectable or lower cell-associated HIV-1 RNA than mice that

developed sustained viremia (Figure 1H).

Wemeasured cell-associated viral DNA as an imperfect surro-

gate of the HIV-1 reservoir. HIV-1 DNA is thought to overestimate

the reservoir because it fails to exclude damaged or incomplete

viral sequences that cannot be reactivated (Ho et al., 2013). In

addition, the overall number of cells assayed in mice is limited

and therefore the assay is not very sensitive. Nevertheless, we

found HIV-1 DNA measurements to be consistent with each

mouse’s rebound status (Figure 1I). We conclude that bNAbs

can interfere with the establishment of the latent HIV-1 reservoir

in hu-mice, as determined by the significant delay in viral

rebound.

Fc Receptor Binding Is Required for bNAb Activity
To determine whether the efficacy of bNAbs is dependent on

the antibodies’ ability to engage components of the immune

system through their Fc domains, we repeated the day 4 post-

exposure prophylaxis experiments using the same tri-mix of

bNAbs carrying Fc region mutations that abrogate both human

and mouse Fc-receptor binding (G236R/L328R; GRLR, herein

referred to as FcRnull) (Horton et al., 2010). Despite equivalent

neutralizing activity in TZM-bl assays (Pietzsch et al., 2012),

FcRnull antibodies were far less potent than controls in vivo

(Figure 2 and Data S2). Mice treated with FcRnull tri-mix initially

suppressed viremia at the same rate as the wild-type antibody-

treated mice (Figure 2A). However, 9 of 15 mice receiving post-

exposure prophylaxis with the FcRnull tri-mix showed viral

rebound by 44 days after the last antibody injection. In

contrast, 44 days after the last injection of control antibodies,

only 1 of 21 mice showed rebound viremia (p = 0.0004). Not

only was the delay in viral rebound significantly reduced for

FcRnull antibodies, but the antibody levels at the time of viral

rebound were &50-fold higher for mice receiving FcRnull tri-

mix compared to wild-type tri-mix (p = 0.0007, Figure 2B).

This suggests that FcRnull antibodies have reduced activity

in vivo, and thus Fc function enhances antibody activity but is

not an absolute requirement.

The escape variants to the individual bNAbs in the tri-mix

used in these experiments have been documented extensively

(Horwitz et al., 2013; Klein et al., 2012b). However, we have

never observed HIV-1 escape by mutation to the bNAb tri-

mix. Rather, viral rebound is usually due to a drop in antibody

concentrations to subtherapeutic levels (Horwitz et al., 2013;

Klein et al., 2012b). Because mice receiving FcRnull tri-mix
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showed viral rebound in the presence of antibody concentra-

tions far higher than the therapeutic threshold for wild-type an-

tibodies (Figure 2B), we cloned and sequenced gp120 from the

9 mice that rebounded by day 44 to examine the mechanism for

viral breakthrough in the presence of FcRnull tri-mix (Figure 2C).

Among all 40 clones sequenced, not a single clone had the tri-

ple combination of signature mutations that confer escape to

the antibody-tri-mix. We conclude that viral rebound in FcRnull

tri-mix-treated mice is not attributable to antibody escape but,

rather, reduced antibody potency. Thus, FcRnull mutant anti-

bodies, which cannot engage Fc receptors, are less active in

suppressing infection than their wild-type counterparts, and

optimal postexposure prophylaxis by bNAbs requires engage-

ment of Fc receptors.

A B C

D E F

G H I

Figure 1. Postexposure Prophylaxis with bNAbs

(A) Schematic timeline for the bNAb (top) and ART (bottom) experiments.

(B) Plasma viremia for untreated mice. The x axis is days post HIV-1 challenge. The y axis is viral RNA copies/ml. Gray shading indicates values beneath the

detection limit of 800 copies/ml. The blue line indicates the geometric mean of plasma viremia.

(C) Plasma viremia for ART-treated mice. Graph as in (B). The blue shading indicates the treatment period with ART.

(D) Plasma viremia for antibody-treated mice. The red arrows indicate antibody tri-mix injections. The dashed red line shows average plasma antibody con-

centration (mg/ml) for all mice in the group.

(E) Graph as in (D) for mice treated with antibody starting 8 days after HIV-1 challenge.

(F) The proportion of mice that were aviremic at the terminal point for each treatment group (*p < 0.05; Fisher’s exact test).

(G) Percentage of CD4+ T cells in the spleen at the terminal point measured by flow cytometry, organized by treatment group. A, aviremic; V, viremic.

(H) Cell-associated HIV-1 RNA measured in spleen T cells at the terminal point, plotted as the ratio of HIV-1 RNA to CCR5 copies for each mouse. Gray shading

indicates the detection limit of 1.25 3 10'5 copies per cell.

(I) Cell-associated HIV-1 DNA measured in spleen T cells at the terminal point, plotted as the ratio of HIV-1 DNA to CCR5 copies for each mouse. Gray shading

indicates the detection limit of 2.0 3 10'5 copies per cell.

Mice that died prematurely are not included in Figures 1G–1I. See also Figures S1, S2, and Data S1.
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Combination Therapy with bNAbs and Inducers
A small number (&15%) of chronically infected hu-mice and ma-

caques treated with antibodies fail to show rebound viremia after

therapy is discontinued (Barouch et al., 2013; Horwitz et al.,

2013; Klein et al., 2012a; Shingai et al., 2013). This suggests

that antibodies may be able to decrease the size of the reservoir

or interfere with its maintenance in established infections. To

determine whether agents that induce viral transcription from

latently infected cells can enhance this effect, we combined anti-

body therapy with viral inducers (Figure 3 and Data S3).

Hu-mice with established HIV-1YU2 infections (viremia ranging

from 4.70 3 103–7.96 3 105 copies/ml at 2–3 weeks after infec-

tion; Figures 3B–3E) were treated with tri-mix bNAbs. When

plasma viremia and cell-associated HIV RNA dropped below

detection, they were co-administered a viral inducer for 5–14

days and monitored for viral rebound for an additional 47–85

days (Figures 3B–3E and S3). The inducers tested were vorino-

stat, an HDAC inhibitor (Archin et al., 2009a; Archin et al.,

2009b; Contreras et al., 2009); I-BET151, a BET protein inhibitor

(Boehm et al., 2013b; Dawson et al., 2011); and CTLA, a T cell

inhibitory pathway blocker (Alegre et al., 2001; Krummel and Alli-

son, 1995). They were selected because of their documented

abilities to induce HIV-1 transcription in vitro, as well as their

safety and established pharmacokinetic properties in mice

(Krejsgaard et al., 2010;Kwonet al., 1997;Nicodemeet al., 2010).

Hu-mice receiving antibodies plus vorinostat showed no sig-

nificant differences in viral rebound compared to hu-mice

receiving antibody alone (Figures 3B and 3C and Data S3). The

same result was seen for hu-mice treated with antibodies plus

I-BET151 or CTLA (Figures 3D and 3E and Data S3). All 10
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Figure 2. FcRnull Antibodies Suppress

Viremia but Do Not Prevent Rebound

(A) Plasma viremia as in Figure 1D for mice treated

with FcRnull tri-mix.

(B) For all viremic mice, plasma antibody con-

centration (mg/ml) on the day of viral rebound.

Antibody levels were significantly higher in FcRnull

tri-mix-treated mice compared to wild-type tri-

mix-treated mice (*p < 0.05; **p < 0.01; Mann-

Whitney U test).

(C) Sequences of gp120 cloned from plasma.

Horizontal lines denote individual clones, grouped

by mouse, shown on the right. Red ticks and green

ticks indicate nonsynonymous and synonymous

substitutions relative to gp120YU2, respectively.

Blue shading highlights sites of mutations that

confer escape to the antibody tri-mix.

See also Data S2.

mice that received antibody therapy plus

vorinostat showed viral rebound when

the antibody dropped below therapeutic

levels. Of 12 mice that received antibody

therapy plus I-BET151, 11 had viral

rebound, and 10 of 11 mice that received

antibody plus CTLA showed viral

rebound. In total, of 33 mice that received

antibody plus a single inducer, 31 showed

viral rebound. In comparison, of 25 mice that received antibody

therapy alone, 22 rebounded after the level of passively adminis-

tered antibody decayed below the therapeutic threshold (p =

0.64, Fisher’s exact test).

To determine whether a combination of inducers might be

more effective than a single inducer, we administered all three in-

ducers simultaneously (Figure 4 and Data S4). In the absence of

antibody therapy, the combination of all three inducers did not

alter the human graft and did not abort or noticeably alter active

infection (Figure S4). Additionally, the human graft did not differ

between groups of mice that received antibody alone versus

antibody plus the combination of inducers (Figure S4). 23 mice

that initially suppressed viremia on antibody therapy were

treated with the inducers combination and followed for 62–

105 days after the last antibody injection (Figure 4A). Only 10

of the 23 mice (43%) showed viral rebound, and the remaining

57% of mice failed to rebound, a significant decrease in rebound

frequency compared to antibody alone (p = 0.0018, Fisher’s

exact test) or to antibody plus a single inducer (p = 0.0001,

Fisher’s exact test) (Figures 4B and S5).

Importantly, when compared to antibody alone, neither single

inducers nor combination inducers measurably altered the fre-

quency of CD4+ T cells remaining at the end of the experiment

(Figure 5A). Additionally, cell-associated viral RNA measured in

splenic T cells at the terminal point supported the results from

the plasma viremia levels, with mice that failed to show viral

rebound in the plasma also having undetectable cell-associated

viral RNA (Figure 5B).

Finally, when compared to controls, hu-mice that failed to

rebound after combination antibody and inducer therapy
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showed similar initial plasma viremias to mice that rebounded

across all experimental groups (Figure 5C). Therefore, neither

initial viremia levels nor CD4+ T cell levels can account for the dif-

ferences between the experimental groups.

To determine whether antibody persistence or premature

termination accounted for differing viral rebound outcomes, we

calculated antibody levels at the time of rebound and at the ter-

minal point for 59 of the 63 rebounding mice. The average

plasma antibody concentration at the time of viral rebound was

2.97 mg/ml (Figure 5D). Because the antibody concentrations de-

cayed to 2.97 mg/ml at different rates in individual mice, we

calculated the number of days that elapsed from when each in-

dividual mouse’s antibody levels reached 2.97 mg/ml to when the

mouse showed rebound viremia. Of 59 mice, 50 rebounded

within 10 days (Figure 5E). Of the 18 nonrebounding mice, the

average antibody concentration at the terminal point was

0.44 mg/ml, with 15 out of 18 mice having antibody concentra-

tions <2.97 mg/ml. Furthermore, in nonrebounding mice, an

average of 20.2 days elapsed from the time antibody concentra-

tions reached 2.97 mg/ml to termination (Figure 5F). Thus, failure

to rebound cannot be explained by antibody persistence or pre-

mature termination.

Finally, we could not detect viral DNA at the terminal point in

the majority of mice that did not rebound, whereas the majority

of mice that did rebound had detectable HIV-1 DNA, with an
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Figure 3. Rebound Viremia after Therapy

with Single Inducers

(A) Schematic timeline of the experiment.

(B–D) Graphs show plasma viremia for individual

mice on the left y axis and geometric mean anti-

body level (mg/ml) on the right y axis among all mice

in the group (red). The x axis represents days

relative to the first antibody injection. Antibody in-

jections are indicated with red arrows. Mice that

had rebound plasma viremia are shown in gray.

Mice that failed to rebound are shown in black.

(B) Mice that received tri-mix antibodies but no

inducers.

(C) Mice that received tri-mix antibodies and vor-

inostat (green arrows).

(D) Mice that received tri-mix antibodies and

I-BET151 (purple shading).

(E) Mice that received tri-mix antibodies and CTLA

(orange arrows).

See also Data S3 and Figures S3 and S5.

average of 0.09 copies per T cell (Fig-

ure 5G). We conclude that combining

vorinostat, I-BET151, and CTLA with

immunotherapy decreases the frequency

of viral rebound in hu-mice.

DISCUSSION

Eliminating the HIV-1 reservoir in chronic

infection is essential to curing the disease,

but direct measurement of the latent

reservoir to evaluate therapeutic eradica-

tion strategies remains difficult (Siliciano and Siliciano, 2013).

Quantitative viral outgrowth assays and PCR-based assays of

integrated DNA yield disparate results (Eriksson et al., 2013), in

part because PCR cannot distinguish between inactive and

permanently disabled proviruses, whereas outgrowth assays

underestimate reservoir size (Ho et al., 2013). Indeed, the best

way to determine whether a persistent reservoir exists is to mea-

sure viral rebound after discontinuing therapy in vivo.

Because the precise cellular andmolecular nature of the HIV-1

reservoir is debated, it is not possible to know with certainty how

its composition might differ between humans, macaques, and

hu-mice. Hu-mice resemble infected humans in that they contain

human cells that are infected with authentic HIV-1 (Brehm et al.,

2014; Hatziioannou and Evans, 2012). In addition, the kinetics of

viral rebound in hu-mice after suppression of viremia with ART

resembles infected humans (Horwitz et al., 2013; Nischang

et al., 2012). However, human hematopoietic reconstitution in

mice is incomplete; thus, important cellular elements of the

reservoir may be absent in hu-mice. Additionally, the human

graft and the infection can only be maintained in mice for a

limited time, making it impossible to distinguish between inte-

grated and unintegrated forms of HIV-1 latency (Bukrinsky

et al., 1991).

The macaque model is valuable because it represents an

immunologically intact host that may harbor reservoirs found in
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humans, but not in mice. However, the infection in macaques in-

volves nonhuman primate cells with SHIV or SIV, which differ

significantly from HIV-1 molecularly and in their response to

drug therapy. Thus, neither of the two model systems is entirely

faithful to the human infection. Nevertheless, the two models

have produced very similar results in both immunotherapy and

prevention experiments to date (West et al., 2014). Whether

our results with inducers will translate to infected humans can

only be determined in clinical studies.

Despite the potential differences between available models,

our experiments indicate that bNAbs can interfere with the

establishment of the reservoir in humanized mice when ad-

ministered early in the infection. One of the key differences

between antibodies and ART is that antibodies can engage a

variety of host immune effector pathways by way of their Fc re-

ceptors (Nimmerjahn and Ravetch, 2008). Consistent with this

important difference, our experiments show that the mecha-

nism by which antibodies suppress active infection is depen-

dent on their ability to engage components of the immune

system by binding to Fc receptors. Engagement of these recep-

tors is also implicated in antibody-mediated protection against

infection in mice and macaques (Hessell et al., 2007; Pietzsch

et al., 2012). However, in contrast to the relatively modest effect

of FcR engagement on prophylaxis against initial infection (Hes-

sell et al., 2007; Pietzsch et al., 2012), the &50-fold effect on the

dose of antibody required to suppress viral rebound after early

therapy is impressive. One potential explanation for the differ-

ence in relative antibody potency for prevention versus sup-

pression of rebound viremia is that the effects on the latter

are compounded over a far longer period of antibody therapy

(McMichael et al., 2010).

One of the strategies proposed to eliminate latent viruses in-

volves inducing their expression under the cover of ART. In the-

ory, this would kill actively infected cells while preventing the

spread of infection (Deeks, 2012). In vitro experiments indicate

that silent proviruses can, in fact, be induced to become active

by a variety of different agents that impact viral transcription

(Bullen et al., 2014; Ho et al., 2013). However, whether reacti-

vated cells will die by the cytopathic effect in the presence of

ART has recently been called into question (Shan et al., 2012).

Of the three inducers that we tested, vorinostat is the only one

0 20 40 60 80 100 120

102

103

104

105

106

107

0.1

1

10

100

1000

0.0

0.2

0.4

0.6

0.8

1.0

A
n
t ib
o
d
y
C
o
n
c
e
n
tra
tio
n

P
la
s
m
a
V
ir
e
m
ia

P
ro
p
o
rt
io
n

Days

Ab+
Combination
Inducers

Ab Ab+
Single
Inducer

Rebounders Non-rebounders

Antibody + Combination Inducers (n=23) Proportion Non-rebounding Mice

*
*
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(A) Mice treated with tri-mix of antibodies and a

combination of three inducers. Graph, arrows, and

shading are as in Figure 3.

(B) Graph shows the proportion of mice that

showed rebound viremia for each treatment group,

where all mice that received antibody tri-mix and

any one of the three single inducers (shown in

Figures 3C–3E) are pooled together (*p < 0.05;

Fisher’s exact test).

See also Data S4 and Figures S3, S4, and S5.

that has been studied in HIV-1-infected

humans for this purpose. Infected indi-

viduals treated with vorinostat plus ART

showed a transient increase in resting CD4+ T cell-associated

HIV-1 RNA but no change in plasma viremia or in the frequency

of replication-competent HIV-1 within resting CD4+ T cells (Ar-

chin et al., 2014; Archin et al., 2012). Our results in hu-mice

are consistent with the human studies and extend them to addi-

tional candidate inducers, demonstrating that administration of

a single inducer has no significant effect on the ability of the

latent reservoir to produce rebound viremia. Although we could

not detect an increase in viremia following administration of

either single or combination inducers, antibodies were still pre-

sent and may have interfered with our ability to detect the virus

(Igarashi et al., 1999).

Antibody and inducer combinations have not been optimized,

and we cannot explain why 43% of mice receiving antibodies

plus combination inducers continue to rebound. Nor havewe ad-

dressed the mechanism that would explain the difference be-

tween single and combination inducers. However, experiments

using cell lines that contain artificial indicators of HIV-1 latency

indicate that HDAC and BET protein inhibitors show synergy

with transcriptional activators in reactivating HIV-1 in vitro

(Boehm et al., 2013a; Dar et al., 2014; Quivy et al., 2002; Reuse

et al., 2009). Consistent with the in vitro experiments, the combi-

nation of inducers appears to be synergistic in vivo because sin-

gle inducers had no measurable effect above the background

controls, whereas &57% of the hu-mice treated with antibodies

plus combination inducers failed to rebound. Irrespective of the

mechanism, the reduction in viral rebound suggests that the

reservoir of HIV-1-infected cells remaining after combination

inducer and antibody therapy in hu-mice is significantly

decreased, establishing the principle that the HIV-1 reservoir

can be altered by combination therapy with antibodies and in-

ducers in vivo.

EXPERIMENTAL PROCEDURES

Mice

NOD Rag1'/'Il2rgNULL (NOD.Cg-Rag1tm1Mom Il2rgtm1Wjl/SzJ, NRG) mice were

purchased from The Jackson Laboratory. All mice were bred and maintained

at the Comparative Bioscience Center of The Rockefeller University according

to guidelines established by the Institutional Animal Committee. All experi-

ments were performed with authorization from the Institutional Review Board

and the IACUC at The Rockefeller University.
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Humanized Mice

Humanized mice were generated as previously described (Klein et al., 2012b).

In brief, human fetal livers were obtained from Advanced Bioscience Re-

sources (ABR). Fetal livers were homogenized and incubated in HBSS media

with 0.1% collagenase IV (Sigma-Aldrich), 40 mM HEPES, 2 mM CaCl2, and

2 U ml'1 DNAase I (Roche) for 30 min at 37$C. Hematopoietic stem cells

(HSCs) were isolated from digested liver using CD34+ HSC isolation kit

(Stem Cell Technologies). Neonatal NRG mice (1–5 days old) were sublethally

irradiated with 100 cG and injected intrahepatically with 23 105 human CD34+

HSCs 6 hr after irradiation.

Mouse Screening for Humanization

Eight or more weeks after HSC injection, mice were screened for the presence

of human lymphocytes in peripheral blood by flow cytometry. 200 ml whole

blood was collected by facial vein bleed and peripheral blood mononuclear

cells (PBMCs) were isolated by density gradient centrifugation using Ficoll-Pa-

que Plus (GE Healthcare Life Sciences). PBMCs were stained with antibodies

to mouse CD45-PECy7, human CD45-Pacific Orange, human CD3-Pacific

Blue, human CD19-APC, human CD4-PE, human CD8-FITC, and human

CD16-Alexa700 for 25 min at 4$C. Cells were washed and fixed using Cyto-

fix/Cytoperm (BD Biosciences). Flow cytometry analysis was performed with

a LSRFortessa (BD) and FlowJo software (Tree Star). For eachmouse, the per-

centage of human lymphocytes ([100 3 human CD45+] / [human CD45+ +

mouse CD45+]), termed huCD45+ %, and the percentage of human CD4+

T cells (100 3 human CD45+CD3+CD4+ / human CD45+), termed huCD4+ %,

was calculated. Mice with at least 10% huCD45+ and 10% huCD4+ were

selected for postexposure prophylaxis experiments and were infected with

two doses of HIV-1YU2 (150 ng p24) by i.p. injections, 24 hr apart. Pretreatment
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Figure 5. Antibody Persistence and Premature Termination Do Not Account for Nonrebounding

(A) Percentage of CD4+ T cells at the terminal point measured in the spleen by flow cytometry, organized by treatment group and rebound status (N.R., non-

rebounder; Reb., viral rebounder).

(B) Cell-associated HIV-1 RNA measured in spleen cells at terminal point, plotted as the ratio of HIV-1 RNA to CCR5 DNA copies for each mouse. Mice that had

measureable HIV-1 RNA but undetectable CCR5 DNA are plotted as 104 copies per cell.

(C) Plasma viremia before therapy was initiated for each mouse. There was no significant difference for any individual group (Kruskal-Wallis test).

(D) The plasma antibody level (mg/ml) at the time of viral rebound for each mouse that rebounded, organized by treatment group. Themean plasma antibody level

at the time of rebound was 2.97 mg/ml for all groups.

(E) For each mouse that rebounded, the number of days that elapsed from when the antibody level dropped below 2.97 mg/ml to the time of rebound.

(F) For mice that did not rebound, the number of days that elapsed from when each mouse’s antibody levels dropped below 2.97 mg/ml to the terminal point.

(G) Cell-associated HIV-1 DNA measured in spleen T cells at the terminal point, plotted as the ratio of HIV-1 DNA to CCR5 copies for each mouse. Mice that had

measureable HIV-1 DNA but undetectable CCR5 DNA are plotted as 104 copies per cell.

Mice that died prematurely are not included in Figures 5A, 5B, and 5G.
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viremia was measured at 72–96 hr following the first HIV-1YU2 injection, and

treatment was initiated 4 days following the first injection. For experiments

assessing the effects of bNAbs and inducers on established infections, mice

with measurable human CD4+ cells by FACS were injected with two doses

of HIV-1YU2 (150 ng p24), and pre-treatment viremia was measured 14–

20 days after the first injection. Mice with plasma viral loads >3,000 RNA

copies/ml were selected to receive antibody therapy. After five subcutaneous

antibody injections (see below), posttreatment viremias were measured. Only

mice with completely suppressed plasma viremias were selected for further

analysis and to receive viral inducers.

Plasma Viral Load Measurements

300–500 ml of whole blood was collected frommice at each time point by facial

vein bleed. Whole blood was spun at 300 3 g for 10 min to separate plasma

from the cellular fraction. Total RNA was extracted from 100 ml plasma using

QIAmp MinElute Virus Spin Kit (QIAGEN) in combination with RNase-free

DNase (QIAGEN), eluted in a 50 ml volume. HIV-1 RNA was quantified by

qRT-PCR. The reaction mixture was prepared using TaqMan RNA-to-Ct

1-Step kit (Applied Biosystems), with 20 ml of eluted RNA, and a sequence

specific probe targeting a conserved region of the HIV-1 pol gene (/HEX/50-

CCCACCAACARGCRGCCTTAACTG-30/ZenDQ, HXB2 nt 4603 to 4626) (Inte-

grated DNA Technologies). Forward and reverse primer sequences were

50-TAATGGCAGCAATTTCACCA-30 (HXB2 nt 4577-4596) and 50-GAATGCCA

AATTCCTGCTTGA-30 (HXB2 nt 4633 to 4653), respectively. Cycle threshold

(Ct) valueswere calibrated using standard sampleswith known amounts of ab-

solute viral RNA copies. The quantitation limit was previously determined to be

800 copies/ml (Klein et al., 2012b).

Gp120 Sequencing

Gp120 cloning and sequencing was performed as previously described (Klein

et al., 2012a). In brief, cDNAwas synthesized from viral RNA using SuperScript

III reverse transcriptase (Invitrogen Life Technologies). cDNA was amplified

with Expand Long Template PCR System (Roche) with nested PCR. Primers

for the first round of PCR were 50-GGCTTAGGCATCTCCTATGGCAGGAA

GAA-30 and 50-GGTGTGTAGTTCTGCCAATCAGGGAAGWAGCCTTGTG-30.

Primers for the second round of PCR were 50-TAGAAAGAGCAGAAGACA

GTGGCAATGA-30 and 50-TCATCAATGGTGGTGATGATGATGTTTTTCTCTC

TGCACCACTCTTCT-30. Gel-purified PCR amplicons were ligated into

pCR4-TOPO (Invitrogen) and transformed into One Shot TOP10 cells. Individ-

ual colonies were sequenced usingM13F andM13R primers. Sequences were

aligned to gp120YU2 (accession number M93258) and analyzed for mutations

using Los Alamos Highlighter tool (http://www.hiv.lanl.gov/content/sequence/

HIGHLIGHT/HIGHLIGHT_XYPLOT/highlighter.html).

Cell-Associated HIV-1 RNA

The cellular fraction of whole blood was resuspended in 400 ml PBS, and

PBMCs were isolated by density gradient centrifugation as described above.

Lymphocytes were split into two samples, one for cell-associated HIV-1 RNA

measurements and one for cell-associated HIV-1 DNA measurements. Cell-

associated RNA was extracted and quantified by the same procedures as

described above for plasma viral RNA. The lower limit of detection was deter-

mined to be ten copies of viral RNA per qRT-PCR reaction. Cell-associated

HIV-1 RNA is reported as the ratio of HIV-1 RNA copies per sample to CCR5

genomic DNA copies per equivalent sample measured in DNA extract. For ter-

minal point measurements, spleen tissue was isolated, homogenized, and

filtered through 40 mm mesh. Splenocytes were used to isolate HIV-1 RNA

as described above.

Cell-Associated HIV-1 DNA

PBMCs were isolated from whole blood as described above. Splenocytes

were isolated from spleen as described above. Total DNA was extracted using

QIAmp DNA Blood Mini Kit (QIAGEN) and eluted in 80 ml volume. Purified DNA

was quantified for HIV-1 DNA by qPCR using the primers and probe for HIV-1

RNA quantification mentioned above. Genomic human CCR5 DNA was quan-

tified with primers 50-GTTGGACCAAGCTATGCAGGT-30 (forward) and 50-

AGAAGCGTTTGGCAATGTGC-30 (reverse) and the sequence-specific probe

/HEX/50-TTGGGATGACGCACTGCTGCATCAACCCCA-30/ZenDQ. All qPCR

reactions contained 25 ml AmpliTaq Gold PCR master mix (Applied Bio-

systems) in 50 ml reaction volume. Reaction mixtures were as previously

described (Horwitz et al., 2013). HIV-1 DNA is reported as copies per sample

to CCR5 genomic copies per equivalent sample.

Terminal Graft

The presence of human lymphocytes at the terminal point was quantified from

the spleen and PBMCs by flow cytometry. Isolation of PBMCs and splenocytes

were as described above. Staining procedures were as described above.

Antibody Concentrations

Plasma levels of passively administered antibodies were quantified by two in-

dependent methods. gp120-specific ELISAwas as previously described (Klein

et al., 2012b), using 10-1074 and 3BNC117 monoclonal antibodies as stan-

dard controls. The detection limit was 0.05 mg/ml. Because PG16 does not

bind gp120 and endogenously produced gp120-reactive antibodies could

confound the ELISA measurement, plasma antibody levels were also quanti-

fied by TZM-bl neutralization using the Tier 2 envelopes 3301.v1.c24 and

YU2. A mixture with known amounts of 3BNC117, 10-1074, and PG16 was

used as standard for calibration.

Day of Viral Rebound and Antibody Level at Rebound

Plasma viremias immediately preceding and following viral rebound were

plotted on a semi-log-y axis versus days postinitial antibody injection (x axis)

for each individual mouse. The linear portion of viremia was fit to a line by

least-squares linear regression. The day that viremia crossed the 800

copies/ml quantitation limit, termed rebound day, was calculated from the

viremia fit. The antibody concentrations (as determined by TZM-bl neutraliza-

tion) spanning before and after viral rebound were plotted on a semi-log-y axis

versus days postinitial antibody injection. The linear portion of antibody con-

centrationswas fit to a line by least-squares linear regression, and the antibody

concentration on the rebound day was calculated from the fit.

Antiretroviral Therapy

Individual tablets of tenofovir disproxil-fumarate (TDF; Gilead Sciences), emtri-

citabine (FTC; Gilead Sciences), and raltegravir (RAL; Merck) were crushed

into fine powder andmanufactured with TestDiet 5B1Q feed (Modified LabDiet

5058 with 0.12% amoxicillin) into 1/2’’ irradiated pellets. Final concentrations

of ART drugs in the food were 720 mg/kg TFV, 520 mg/kg FTC, and

4800 mg/kg RAL. Doses were chosen based on suppression of viremia in hu-

manized mice as previously published (Denton et al., 2012; Nischang et al.,

2012) and by pharmacokinetic analysis of these drugs in humanized mice

(Roberto F. Speck, personal communication). To test potential toxicity or

reduced preference for drug-supplemented food, mice were weighed daily

on normal diet and then switched to ART feed and weighed daily. There

were no visible signs of toxicity, and mice maintained their weights. Assuming

that mice weigh 25 g and eat 4 g of food per day, the drug doses correspond to

2.88 mg/kg TFV, 83 mg/kg FTC, and 768 mg/kg RAL daily.

Antibody Therapy

Plasmids encoding 10-1074 or PG16 heavy- and light-chain Ig genes were

transfected into HEK293E cells. Antibodies were isolated from tissue-culture

supernatant using Protein G Sepharose 4 Fast-Flow (GE Healthcare). Anti-

bodies were then buffer exchanged into PBS and sterile filtered using Ultra-

free-CL centrifugal filters (0.22 mm; Millipore). Endotoxin was removed from

antibody preparations using Triton X-114 (Sigma-Aldrich) as previously

described (Aida and Pabst, 1990), and antibodies were concentrated to

10mg/ml. Sterile, endotoxin-free 3BNC117 (20mg/ml) was obtained fromCell-

Dex Therapeutics. All antibodies were injected subcutaneously as described.

Inducers

Vorinostat (Selleckchem) was suspended in sterile water or sterile water plus

0.5% methylcellulose, 0.1% Tween (v/v) and administered by oral gavage at

doses of 60 mg/kg (Krejsgaard et al., 2010). For each mouse, three total doses

were administered, spaced 48 hr apart. 100 mg doses of aCTLA4 were injected

intraperitoneally (i.p.). Three total doses were administered, spaced 48 hr

apart. I-BET 151 was obtained from GlaxoSmithKline and dissolved in 10%
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beta-cyclodextrin, 5% DMSO in 0.9% saline and injected daily for 14 days at

doses of 30 mg/kg (Dawson et al., 2011).

Statistical Analysis

Statistical analyses were performed using GraphPad Prism 6.0 for Mac OS X.
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SUMMARY

Increased adipose tissue lipogenesis is associated
with enhanced insulin sensitivity. Mice overexpress-
ing the Glut4 glucose transporter in adipocytes have
elevated lipogenesis and increased glucose toler-
ance despite being obese with elevated circulating
fatty acids. Lipidomic analysis of adipose tissue
revealed the existence of branched fatty acid esters
of hydroxy fatty acids (FAHFAs) that were elevated
16- to 18-fold in these mice. FAHFA isomers differ
by the branched ester position on the hydroxy
fatty acid (e.g., palmitic-acid-9-hydroxy-stearic-
acid, 9-PAHSA). PAHSAs are synthesized in vivo
and regulated by fasting and high-fat feeding.
PAHSA levels correlate highly with insulin sensitivity
and are reduced in adipose tissue and serum
of insulin-resistant humans. PAHSA administration
in mice lowers ambient glycemia and improves
glucose tolerance while stimulating GLP-1 and insu-
lin secretion. PAHSAs also reduce adipose tissue
inflammation. In adipocytes, PAHSAs signal through
GPR120 to enhance insulin-stimulated glucose up-
take. Thus, FAHFAs are endogenous lipids with the
potential to treat type 2 diabetes.

INTRODUCTION

Obesity and type 2 diabetes (T2D) are at epidemic proportions

worldwide (Hu, 2011). The major pathogenic factors underlying

T2D are resistance to insulin action in peripheral tissues and

dysregulated insulin secretion. The Glut4 glucose transporter is

the major insulin-regulated glucose transporter and mediates

glucose uptake into skeletal muscle, heart, and adipocytes in

response to rising insulin after a meal (Shepherd and Kahn,

1999). In humans and rodents with obesity or T2D, Glut4 is

downregulated selectively in adipose tissue (AT) and not in mus-

cle (Shepherd and Kahn, 1999). This alters AT biology leading to

systemic insulin resistance (Abel et al., 2001). Glut4 knockdown

selectively in adipocytes in mice results in insulin resistance and

increased T2D risk (Abel et al., 2001), whereas adipose-selective

overexpression of Glut4 (AG4OX) lowers fasting glycemia and

enhances glucose tolerance (Carvalho et al., 2005; Shepherd

et al., 1993). These effects in AG4OX mice are mediated by

glucose-dependent induction of lipogenesis in AT driven by

ChREBP (Herman et al., 2012), a transcription factor that

regulates both glycolysis and lipogenesis (Iizuka et al., 2004;

Ma et al., 2005). ChREBP knockout in AG4OX mice completely

reverses the enhanced glucose tolerance (Herman et al.,

2012). Expression of ChREBP and lipogenic genes in AT is highly

associated with insulin sensitivity in humans and rodents (Her-

man et al., 2012; Roberts et al., 2009) and increased de novo

lipogenesis in AT has favorable metabolic effects including

potentially increasing longevity (Bruss et al., 2010).

Elevated circulating fatty acids are generally associated with

insulin resistance and glucose intolerance (Boden and Shulman,

2002). However, certain fatty acids such as dietary omega-3 fatty

acids (Oh et al., 2010; Virtanen et al., 2014) and the endoge-

nously produced palmitoleate (Cao et al., 2008) have favorable

metabolic effects. Furthermore, large epidemiological studies

show that an increased ratio of unsaturated to saturated fatty

acids in serum triacylglycerols is associated with a reduced

risk of T2D (Rhee et al., 2011; Risérus et al., 2009). Similarly,

an increased ratio of monounsaturated to saturated fatty acids

in the liver is associated with insulin sensitivity even with exten-

sive hepatic steatosis (Benhamed et al., 2012). AG4OX mice

have elevated circulating fatty acids and increased adiposity,
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yet have lower fasting glycemia and profoundly enhanced

glucose tolerance compared to controls (Carvalho et al., 2005;

Herman et al., 2012; Shepherd et al., 1993). This raised the

possibility that enhanced AT lipogenesis in response to Glut4

overexpression might drive the production of lipids which have

favorable metabolic effects. Since Glut4 (Carvalho et al., 2005;

Shepherd and Kahn, 1999) and ChREBP (Herman et al., 2012)

expression are downregulated in AT in insulin-resistant humans

and rodents, the production of these metabolically favorable

lipids may be low in these states. To test these hypotheses, we

performed lipidomic analysis of AT from wild-type (WT) and

AG4OX mice.

RESULTS

Identification of a Class of Glut4-Regulated Lipids
Using a quantitative mass spectrometry (MS) lipidomics plat-

form (Saghatelian et al., 2004), we detected more than 1,400

ions in AT, 6% of which had a 2- to 4-fold difference between

AG4OX and WT mice. A cluster of ions in AG4OX AT was

elevated R16-fold (Figure 1A). The measured accurate mass

of these ions enabled us to calculate their molecular formulas

as C32H61O4 (509.4575), C34H63O4 (535.4732), C34H65O4

(537.4888), and C36H67O4 (563.5045). These formulas all contain

a unique signature of four oxygen atoms indicating that these

ions are members of a single lipid class. These formulas do

not correspond to any known metabolite in the Metlin (Smith

et al., 2005) and Lipid Maps (Sud et al., 2007) metabolite data-

bases. We hypothesized these lipids might contribute to

glucose-insulin homeostasis because of their abundance in

AG4OX mice, in which improved glucose tolerance depends

on enhanced AT lipogenesis (Herman et al., 2012). Therefore,

we proceeded to determine the molecular structures and bio-

logic effects of these lipids.

The mass differences among these ions suggested they

contain fatty acids. Fragmentation of the 537 ion generated

several product ions with masses of 255, 281, and 299 (Fig-

ure 1B), which correspond to palmitic acid (PA), octadecenoic

acid, and hydroxy-stearic acid (HSA), respectively. The molecu-

lar formula of the 537 ion (C34H65O4) does not contain any double

bonds. This indicates that octadecenoic acid, which contains a

double bond, results from fragmentation in the MS and is not

part of the natural metabolite. Based on the chemical formula

and the fact that this metabolite ionized only in the negative

mode, the most reasonable structure for the 537 ion is an ester

that combines PA and HSA to yield palmitic acid-hydroxy stearic

acid (PAHSA) (Figures 1B and 1C). Based on this structural

model and the masses detected for the other elevated ions, their

structures are: palmitic acid-hydroxy palmitic acid (PAHPA, m/z

509), oleic acid-hydroxy stearic acid (OAHSA, m/z 563), and the

535 ion is a mixture of palmitoleic acid-hydroxy stearic acid

(POHSA), and oleic acid-hydroxy palmitic acid (OAHPA) (Fig-

ure 1C). We refer to this class of natural-occurring lipids as fatty

acid-hydroxy fatty acids (Figures 1C and 1D), abbreviated as

FAHFAs. An additional ion, detected in positive ionization

mode, was also upregulated in AG4OX AT (Figure 1A) but the

molecular formula indicated it is not a FAHFA, and therefore

we did not characterize it further.

Using a targeted MS approach, we identified 16 FAHFA family

members in mouse serum that consisted of four fatty acids and

four hydroxy-fatty acids in different combinations (Figure 1D).

FAHFAs with PO, PA, or OA as the fatty acid moiety and HPA

or HSA as the hydroxy-fatty acid moiety were most highly

increased in AG4OX compared toWTmice (Figure 1D). Because

PAHSAs were the most highly upregulated family member in AT

of AG4OX (Figure 1A), we investigated their biologic effects.

Tissue Distribution of Total PAHSAs in WT and AG4OX
Mice and Regulation by ChREBP
Targeted MS revealed PAHSAs in all tissues analyzed. In WT

mice, total PAHSA levels are highest in brown adipose tissue

(BAT) followed by subcutaneous (SQ) white adipose tissue

(WAT), perigonadal (PG) WAT, and liver (Figure 1E). Total PAHSA

levels are very low in heart and gastrocnemius muscle (data not

shown). PAHSA levels vary >7-fold among tissues in WT mice

(Figure 1E). In WT serum, total PAHSA levels are &7 nM (Fig-

ure 1E). In AG4OX mice, total PAHSA levels are 16- to 18-fold

elevated in SQ and PGWAT, 3-fold in BAT and &2-fold in serum

compared to WT mice (Figure 1E). In contrast, PAHSA levels in

liver of AG4OXmice are&30% lower than WT. Thus, Glut4 over-

expression in AT results in broad systemic regulation of PAHSAs

with tissue-specific alterations.

Because ChREBP regulates AT lipogenesis in AG4OX, we

testedwhetherChREBP regulatesPAHSA levels in vivo.ChREBP

knockout in normal mice reduces total PAHSA levels &75% in

PG- and SQ-WAT with no change in serum (Figure 1F). Knocking

outChREBP inAG4OXcompletely reverses themarked elevation

in PAHSA levels in PG- and SQ-WAT and serum.

Tissue Distribution of Specific PAHSA Isomers
and Regulation in WT and AG4OX Mice
We observed multiple peaks in the chromatograms that corre-

spond to different PAHSA isomers with the ester connected

to a different carbon of the hydroxy-fatty acid resulting in a

branched lipid. Fragmentation of PAHSAs from AT using high

collisional energy tandem MS (Moe et al., 2004) produced two

ions at 127 and 155 (Figure 1B) indicating that the ester is at

the 9th carbon of the HSA (Figure 1C). We refer to this isomer

as 9-PAHSA, which was confirmed by chemical synthesis and

coelution with 13C-9-PAHSA (Figure 2A). We also discovered

PAHSAs with branched esters at carbons 5, 7, 8, 10, 11, 12,

and 13 verified by comparison to synthetic standards (Figure 2A).

Thus, there are at least eight PAHSA isomers. We achieved

complete separation of all isomers except 13- and 12-PAHSA

(Figure 2A), which we quantify together in all data sets.

We sought to determine which PAHSA isomers are upregu-

lated inWAT and serum of AG4OXmice as an initial clue to which

ones may have biologic activities that could affect glucose ho-

meostasis. In WT serum, 13/12-, 11-, 10-, 9-, and 5-PAHSA

are present at 0.4–2.5 nM, which is the range for signaling lipids

such as prostacyclins, prostaglandins, steroids, and endocan-

nabinoids. In WT WAT and BAT, 9-PAHSA is the most abundant

isomer (Figure 2B). 13/12-, 11-, and 10-PAHSA are present

at 20%–30% of 9-PAHSA levels and 8-, 7-, and 5-PAHSA are

present at substantially lower concentrations (Figure 2B).

Surprisingly, liver which is also a lipogenic tissue, has only
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Figure 1. Discovery and Characterization of a Class of Lipids (FAHFAs)

(A) Comparative lipidomics of SQwhite adipose tissue (WAT) fromAG4OX andWTmice reveals the presence of a group of ions atm/z 509 (PAHPA), 535 (POHSA/

OAHPA), 563 (OAHSA), and 537 (PAHSA) that are elevated 16- to 18-fold in AG4OX mice.

(legend continued on next page)
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13/12- and 9-PAHSAs (Figure 2B). In AG4OX mice, all PAHSA

isomers are elevated in serum, SQ and PG WAT and BAT with

9-PAHSA being the most highly upregulated. In contrast, in

AG4OX liver, PAHSA isomers are reduced compared to WT.

These data reveal that individual PAHSA isomers are coordi-

nately upregulated in AG4OX WAT and BAT which may result

from the effect of increased Glut4 to induce ChREBP and

lipogenesis in these tissues (Herman et al., 2012; Tozzo et al.,

1995). However, PAHSAs are reduced in AG4OX liver indicating

tissue-specific mechanisms for regulating uptake, synthesis,

degradation or release.

This is further indicated by the tissue distribution of specific

PAHSA isomers in WT mice. 13/12- and 9-PAHSAs are present

in all WT tissues examined (Figure 2C). 9-PAHSA is more abun-

dant in AT than liver while 13/12-PAHSA is not. In contrast to

13/12- and 9-PAHSA, 5-PAHSA is restricted to AT, kidney, and

serum (Figure 2C).

Physiologic Regulation of PAHSAs with Fasting
We examined PAHSA regulation with fasting (Figure 2D). In the

fed state, total PAHSA levels are highest in BAT; slightly lower

in SQ and PG WAT; and substantially lower in liver, pancreas,

and kidney (Figure 2D). Fasting increases PAHSAs 2- to 3-fold

in WAT and kidney and 65% in pancreas but does not alter

the levels in BAT, liver, or serum (Figure 2D). Hence, PAHSAs

undergo tissue-specific regulation with fasting (Figure 2D). The

fasting-induced increase in PAHSAs in WAT is surprising since

one would expect synthesis to be lower due to reduced lipogen-

esis andChREBPwith fasting. Indeed, in spite of elevatedPAHSA

levels, biosynthetic activity (described below) was not increased

in WAT from fasted mice (data not shown). This may reflect inhi-

bition of degradation or release. To better understand the mech-

anism, we determined fasting effects on PAHSA levels in AG4OX

mice. Fasting further elevated PAHSAs in WAT but not in BAT or

serum (Figure S1 available online). Since PAHSA levels in AG4OX

WAT are regulated by ChREBP-driven lipogenesis (Figure 1E)

and lipogenesis is not increased with fasting, these data demon-

strate an additional level of regulation and support the possibility

that fasting inhibits PAHSA degradation or release.

We also investigated regulation of individual PAHSA isomers

with fasting (Figure 2E). Although total PAHSA levels are un-

changed in serum of fasted mice (Figure 2D), specific isomers

(10-, 9- and 5-PAHSA) are modestly decreased (Figure 2E).

In SQ and PG WAT, most of the isomers (13/12-, 11-, 10-, 9-,

and 8-PAHSA) including the more abundant ones are increased

with fasting while 7- and 5-PAHSA are unchanged (Figure 2E).

Fasting had no effect on any PAHSA isomer in BAT or liver while

all isomers were upregulated in kidney. In pancreas, 11- and 9-

PAHSA are increased with fasting while 13/12- and 7-PAHSA

are unchanged. Thus, PAHSA isomer levels undergo tissue-

specific and isomer-specific regulation with fasting (Figure 2E).

The abundance of different PAHSA isomers in the fasted state

differs by 60-fold in a given tissue (compare 9- with 5-PAHSA

in SQ WAT) (Figure 2E). These results suggest that fasting

regulates pathways involved in synthesis, degradation, and/or

release of specific PAHSA isomers in a tissue- and isomer-

specific manner.

Regulation of PAHSAs in Obesity and Insulin Resistance
We investigated PAHSA levels in insulin-resistant mice with

high-fat-diet (HFD)-induced obesity (Figure 3A). After 9 weeks

of HFD, mice were obese and diabetic (determined by GTT)

(Figure S2A). HFD had differential effects on specific PAHSA

isomers. 5- and 13/12-PAHSAs were downregulated in HFD

mice in serum, PG and SQ WAT and BAT (Figure 3A) although

the difference did not reach significance for 13/12-PAHSA in

PG WAT. Strikingly, 10-, 9-, 8-, and 7-PAHSA were increased

in PG WAT of HFD-fed mice. Most of these isomers were

decreased in SQ WAT and BAT and unchanged in serum

(Figure 3A). Total lipid ion signal measured in SQ WAT was

unchanged between chow- and HFD-fed mice (Figure S2B).

13/12- and 9-PAHSA were also decreased in liver (Figure 3A).

These studies demonstrate: (1) 5-PAHSA and 13/12-PAHSA

are consistently reduced in AT depots with HFD while other

PAHSA isomers have opposite regulation among the depots

(PG WAT versus SQ WAT and BAT) (Figure 3A); and (2) Only

two of the five isomers in serum are reduced with HFD (Fig-

ure 3A). Thus, PAHSAs undergo isomer-specific and tissue-spe-

cific regulation under insulin-resistant conditions in WT mice.

PAHSAs Are Present in Food
To determine whether the changes in PAHSA levels in altered

metabolic states could result from differences in dietary intake,

we measured PAHSA levels in rodent and human foods. In

chow and HFD, we found five of the seven isomers that are pre-

sent in mouse AT, 13/12-, 11-, 10-, 9-, and 8-PAHSA, but not 7-

and 5-PAHSA. However, the relative abundance among isomers

was strikingly different from AT or serum with 10-PAHSA being

most abundant in both diets (Figure 3B). Levels of all these iso-

mersweresubstantially lower inHFD thanchow (Figure3B).Given

that PAHSAs increase in WAT during fasting (Figures 2D and 2E),

regulation of tissue PAHSA levels does not simply reflect dietary

intake. Similarly, the abundance of PAHSA isomers in serum and

tissues (Figure 2C) does not correlate with predominant isomers

(B) Structural analysis of the 537 ion from AG4OX WAT by tandem MS demonstrates that it is composed of palmitic acid (m/z 255) and hydroxy stearic acid

(m/z 299). Octadecanoic acid (m/z 281) results from the dehydration of hydroxy stearic acid. Fragmentation at high collision energies produces two ions at m/z

127 and 155, identifying carbon 9 as the position of the hydroxyl group on hydroxy-stearic acid, confirming the structure to be 9-PAHSA.

(C) Acyl chain carbon numbering scheme, molecular formula, mass and names of FAHFAs from the m/z 537 (PAHSA), m/z 509 (PAHPA), m/z 563 (OAHSA), and

m/z 535 (POHSA or OAHPA) ions.

(D) Constituent fatty acid and hydroxy-fatty acid components of FAHFAs. Quantification of 16 FAHFA family members identified in serum ofWT and AG4OXmice.

(E) Total PAHSA levels in serum and tissues of WT and AG4OXmice. Inset, liver total PAHSA levels. n = 3–5/group, *p < 0.05 versusWT (t test), yp < 0.05 versus all

other tissues within the same genotype (ANOVA).

(F) Total PAHSA levels in SQ-WAT, PG-WAT, and serum of WT, AG4OX, ChREBP KO, and AG4OX/ChREBP KO mice. n = 3–5/group, *p < 0.05 versus all other

genotypes within same tissue or serum (ANOVA), # p < 0.05 versus AG4OX and ChREBP-KO.

Data are means ± SEM. MRM transitions for detection of different FAHFAs can be found in Table S1.
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in chow (Figure 3B), suggesting that PAHSAs present in tissues

are synthesized endogenously. The fact that 5-PAHSA is not pre-

sent inmousechoworHFD (Figure3B)but ispresent inWAT,BAT,

kidney, and serum (Figures 2A–2C, 2E and 3A) further supports

this notion. We also found PAHSAs in all human foods tested

with different isomer distributions and abundance (Figure S2C).

PAHSAs Are Synthesized in Mammalian Tissues
To determine whether PAHSAs are synthesized endogenously,

we investigated PAHSA biosynthesis in liver and WAT lysates of

normal mice. We detected PAHSA biosynthetic activity in both

tissues, and it was markedly reduced by heat denaturation (Fig-

ure 3C). We also detected PAHSA biosynthesis in vivo. Gavage

of mice with 9-hydroxy heptadecanoic acid (9-HHA), a hydroxy

fatty acid not normally found in mammalian tissues resulted in

synthesis of full-length FAHFAs containing a 9-HHA acyl chain

indicating that FAHFAs can be synthesized in vivo (Figure 3D).

PAHSAsAre Present in Humans and Levels Are Reduced
with Insulin Resistance
To determine if PAHSAs are present in humans and are regulated

in disease states, wemeasured PAHSA isomers in serumandSQ
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Figure 2. Identification and Quantification of PAHSA Isomers in Mouse Serum and Tissues

(A) Coelution of PAHSA isomers from serum and SQWAT of WT and AG4OXmice with synthetic standards for individual PAHSA isomers. The peak for 5-PAHSA

is shown in red in the inset. Note: different y axis scale for WT SQ WAT (Red numbers) versus AG4OX SQ WAT.

(B) Distribution and quantification of PAHSA isomers in serum and tissues of WT and AG4OX mice. ‘‘Ester position’’ refers to the location of the ester bond in

PAHSA isomers. n = 3–5/group, *p < 0.05 versus WT (t test).

(C) Distribution and quantification of 13/12-, 9-, and 5-PAHSA isomers in serum and tissues of WT female FVB mice. n = 3–5/group, a,b,c Tissues with different

letters are different from each other within the same isomer panel (p < 0.05, ANOVA).

(D and E) Total PAHSA levels (D) and PAHSA isomer levels (E) in serum and tissues of WTmice in fed or fasted (16 hr) states. ‘‘Ester position’’ refers to the location

of the ester bond in PAHSA isomers. n = 3–5/group, *p < 0.05, # < 0.07 versus fed (t test) a,b,c,dTissues with different letters are different from each other for the fed

state (p < 0.05, ANOVA).

Data are means ± SEM. See also Figure S1.
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WAT from insulin-sensitive and insulin-resistant nondiabetic

humans. Subjects were middle-aged. BMI was increased in

five out of six insulin-resistant participants (Table S2). Insulin

resistance was demonstrated by a 61% reduction in glucose

infusion rate during a euglycemic hyperinsulinemic clamp (Table

S2). Serum triglycerides and free fatty acids in the fasting state

were not different between groups (Table S2). Total PAHSA

levels are reduced &40% in serum of insulin-resistant humans

(Figure 4A). In serum of both insulin-sensitive and insulin-

resistant humans, 9- and 10-PAHSA are most abundant and

13/12- and 5-PAHSAs are present at &1/5 of these concentra-

tions (Figure 4A). In insulin-resistant people, serum levels of all

PAHSAs except 9-PAHSA are reduced by 40%–55% compared

to insulin-sensitive people (Figure 4A). Serum concentrations of

total PAHSAs and all isomers correlated remarkably strongly

with insulin sensitivity measured by clamp (Figure 4B). Serum

PAHSA levels did not correlate with levels of nonesterified fatty

acids or triglycerides (data not shown) suggesting that PAHSA

levels are regulated by different mechanisms.

In human SQ WAT, total PAHSAs are reduced &70% (Fig-

ure 4C). We detected 13/12-, 11-, 10-, 9-, and 5-PAHSA isomers

in these biopsies (Figure 4C). However, for technical reasons we

were unable to quantify the levels of 11-PAHSA. 9-PAHSA levels

were higher than all other isomers (Figure 4C) similar to mouse

SQ WAT (Figures 2B, 2E and 3A). 13/12-, 10-, 9-, and 5-PAHSA

concentrations in SQ WAT of insulin-resistant people were

60%–73% lower than in insulin-sensitive people (Figure 4C).

Concentrations of total PAHSAs and of 9- and 5-PAHSA isomers
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Figure 3. PAHSA Isomer Levels in Tissues of Mice on Chow or HFD, PAHSA Isomer Levels in Food, and PAHSA Biosynthesis In Vivo and in

Tissues In Vitro

(A) Quantification of PAHSA isomers in serum, SQWAT, PGWAT, BAT, and liver ofWT female FVBmice fed on chow or HFD for 9weeks. ‘‘Ester position’’ refers to

the location of the ester bond in PAHSA isomers. n = 3–6/group, *p < 0.05 versus chow (t test).

(B) Quantification of PAHSA isomers in mouse chow and HFD. n = 3/group.

(C) 9-PAHSA levels in liver and PG-WAT lysates incubated with palmitoyl-CoA and 9-hydroxy stearic acid and heat-denatured Controls. n = 3/group, *p < 0.05

versus heat-denatured Controls (t test).

(D) 9-palmitic-acid-hydroxy-heptadecanoic-acid (9-PAHHA) serum levels in mice 3 hr postgavage with 9-hydroxy-heptadecanoic-acid (9-HHA) or vehicle

control. n = 3/group, *p < 0.05 versus vehicle (t test).

Data are means ± SEM. See also Figure S2.

Cell 159, 318–332, October 9, 2014 ª2014 Elsevier Inc. 323



Insulin
Sensitive

Insulin
Resistant

0

5

10

15

20

n
m

o
l/L

Serum Total PAHSA
p = 0.05

*

0 5 10 15 20
0

5

10

15

20

25

nmol/L

G
lu

c
o

s
e

in
fu

s
io

n
ra

te
(m

g
/k

g
L

B
M

p
e

r
m

in
)

Serum Total PAHSA
r = 0.807

p = 0.0009

Insulin
Sensitive

Insulin
Resistant

0

50

100

150

p
m

o
l/g

Adipose Total PAHSA
p = 0.001

*

0 50 100 150
0

5

10

15

20

25

pmol/g

G
lu

c
o

s
e

in
fu

s
io

n
ra

te
(m

g
/k

g
L

B
M

p
e

r
m

in
)

Adipose Total PAHSA
r = 0.704
p = 0.007

0 5 10 15
0.0

0.5

1.0

1.5

Adipose
pmol/g

S
e

ru
m

n
m

o
l/

L

5-PAHSA
Serum vs Adipose

r = 0.666

p = 0.013

Insulin
Sensitive

Insulin
Resistant

0.0

0.5

1.0

1.5

2.0

n
m

o
l/L

Serum 13/12-PAHSA
p = 0.0004

*

0.0 0.5 1.0 1.5 2.0
0

5

10

15

20

25

nmol/L

Serum 13/12-PAHSA
r = 0.918

p = 0.0001

Insulin
Sensitive

Insulin
Resistant

0

5

10

15

20

p
m

o
l/g

p = 0.0074

*

Adipose 13/12-PAHSA

0 5 10 15 20
0

5

10

15

20

25

pmol/g

Adipose 13/12-PAHSA
r = 0.376
p = 0.205

Insulin
Sensitive

Insulin
Resistant

0

2

4

6

8

n
m

o
l/L

Serum 10-PAHSA
p = 0.022

*

0 2 4 6 8
0

5

10

15

20

25

ASHAP-01mureS
r = 0.855

p = 0.0002

nmol/L

Insulin
Sensitive

Insulin
Resistant

0

10

20

30

40

50

p
m

o
l/g

Adipose 10-PAHSA
p = 0.007

*

0 10 20 30 40 50
0

5

10

15

20

25

pmol/g

Adipose 10-PAHSA
r = 0.487
p = 0.09

Insulin
Sensitive

Insulin
Resistant

0

5

10

15

n
m

o
l/L

Serum 9-PAHSA
p = 0.26

0 5 10 15
0

5

10

15

20

25

Serum 9-PAHSA
r = 0.605
p = 0.028

nmol/L

Insulin
Sensitive

Insulin
Resistant

0

20

40

60

80
p

m
o

l/g

Adipose 9-PAHSA
p = 0.0011

*

0 10 20 30 40 50 60 70
0

5

10

15

20

25

pmol/g

Adipose 9-PAHSA
r = 0.798
p = 0.001

Insulin
Sensitive

Insulin
Resistant

0.0

0.5

1.0

1.5

n
m

o
l/L

Serum 5-PAHSA
p = 0.0003

*

0.0 0.5 1.0 1.5
0

5

10

15

20

25

Serum 5-PAHSA
r = 0.931

p = 0.0001

nmol/L

Insulin
Sensitive

Insulin
Resistant

0

5

10

15

p
m

o
l/g

Adipose 5-PAHSA
p < 0.0001

*

0 5 10 15
0

5

10

15

20

25

pmol/g

Adipose 5-PAHSA
r = 0.71

p = 0.006

A

B

C

D

E

(legend on next page)

324 Cell 159, 318–332, October 9, 2014 ª2014 Elsevier Inc.



in WAT correlate highly with insulin sensitivity (Figure 4D). Serum

PAHSA levels correlated with WAT PAHSA levels only for 5-

PAHSA (Figure 4E).

In summary, all PAHSA isomers detected are reduced in SQ

WAT in insulin-resistant subjects and all but one are reduced in

serum. Furthermore, PAHSA levels in serum and WAT correlate

highly with whole-body insulin sensitivity. These effects parallel

the effects in diet-induced obese mice in which all PAHSA iso-

mers are reduced in SQ WAT, and 13/12- and 5-PAHSA are

lower in serum compared to chow-fed mice (Figure 3A). Thus,

the regulation of PAHSAs and their inverse correlation with

insulin resistance is conserved between mice and humans.

PAHSAs Acutely Improve Glucose Tolerance
and Ambient Glycemia
Since levels of PAHSA isomers correlate with insulin sensitivity

(Figures 4B and 4D), we tested whether administration of

PAHSAs could improve glucose homeostasis in obese, diabetic

mice. We selected 9-PAHSA and 5-PAHSA because: (1)

9-PAHSA was the most abundant form in WAT and BAT in WT

mice (Figure 2B) and in SQ WAT of humans (Figure 4C). (2)

9-PAHSA is the most strongly upregulated in serum and WAT

of insulin-sensitive AG4OX mice (Figure 2B) and was downregu-

lated (with other isomers) in WAT of insulin-resistant humans

(Figure 4C). (3) 5-PAHSA was the most consistently downregu-

lated in all adipose depots and in serum of insulin-resistant

mice (Figure 3A) and in WAT and serum of insulin-resistant

humans. Oral gavage of 5-PAHSA increased serum levels 3- to

5-fold in mice on chow and HFD (Figure S3). As shown in Fig-

ure 3A, baseline 5-PAHSA levels were 50%–80% lower in

HFD-fed mice compared to chow-fed mice and 5-PAHSA

gavage more than restored the levels (Figure S3). The elevation

of serum 5-PAHSA levels after gavage in both chow and HFD-

fed mice was similar to the elevation in serum of AG4OX mice

(Figures 2B and S2). This indicated that PAHSAs are absorbed

orally and this route of administration can be used to increase

PAHSA concentrations for in vivo metabolic studies.

Acute oral administration of 5- or 9-PAHSA in insulin-resistant

HFD-fed mice lowered basal glycemia at 30 min after PAHSA

administration (Figure 5A, '30 to 0 min). Subsequently, glucose

was administered and we observed improved glucose tolerance

in PAHSA-treated mice with reduced area under the glucose

excursion curve (Figure 5A). Because of the significant effect of

PAHSAs on the baseline glucose levels in HFD-fed mice at

30 min after administration, we tested whether PAHSA action to

lower baseline glycemia was sustained. 5-PAHSA or 9-PAHSA

had a greater glucose-lowering effect than vehicle treatment in

HFD-fed mice also at 2.5–3 hr after administration (Figure 5B).

There was no difference in plasma insulin levels at this time in

PAHSA-treated compared to vehicle-treated mice (data not

shown). Since no food was available during this study, calorie

absorption was not a variable and the results suggest that oral

PAHSA administration enhances insulin sensitivity. An insulin

tolerance test showed lower glucose levels in PAHSA-treated

mice compared to vehicle-treated mice for the study duration

(120 min after insulin administration) which was largely because

of the PAHSA effect to lower baseline glycemia (data not shown).

PAHSAs Stimulate Insulin and GLP-1 Secretion
To determine whether enhanced insulin secretion might contri-

bute to the PAHSA-induced improvement in glucose tolerance

(Figure 5A), we tested PAHSA effects on glucose-stimulated in-

sulin secretion (GSIS) in vivo in aged chow-fed mice. 5-PAHSA

improved glucose tolerance (Figure 5C) concurrent with acute

enhancement of insulin secretion at 5 min after glucose adminis-

tration (Figure 5D). This may result from direct effects on insulin

secretion or from stimulation of incretin secretion since GLP-1

levels were also increased in PAHSA-treated mice at 5 min after

glucose administration (Figure 5E). Thus, PAHSAs augment the

acute stimulation of GLP-1 and insulin secretion in response to

glucose and these effects most likely have an important role in

the enhanced glucose tolerance following a single PAHSA dose.

To determine whether the stimulation of insulin secretion is a

direct effect of PAHSAs on pancreatic beta cells, we incubated

islets from human donors (Table S3, donors’ metabolic parame-

ters) with 5-PAHSA andmeasured GSIS. 5-PAHSA had no effect

on insulin secretion at 2.5 mMglucose but augmented the insulin

secretion response at 20 mM glucose (Figure 5F). These data

demonstrate that 5-PAHSA directly enhances GSIS in human

islets. To determine whether PAHSAs directly stimulate GLP-1

secretion, we used the enteroendocrine cell line STC-1. Both

5- and 9-PAHSA rapidly stimulated GLP-1 secretion from

STC-1 cells in a dose-dependentmanner (Figure 5G). The effects

are similar to those with the omega-3 fatty acid, a-linolenic acid,

and a synthetic GPR120 ligand (Figure 5G). Thus, the rapid

effects of PAHSAs to augment GSIS may be both direct effects

on pancreatic beta cells and indirect effects through stimulation

of GLP-1 secretion.

PAHSAs Enhance Insulin-Stimulated Glucose Transport
and Glut4 Translocation by Activating GPR120
To further understand the mechanism(s) by which PAHSAs

improve glucose homeostasis, we tested their effects on glucose

transport in adipocytes. PAHSAs increased glucose transport at

submaximal and maximal insulin concentrations (Figure 6A).

Neither of the fatty acids that form the parent PAHSA structure,

Figure 4. PAHSA Levels Are Decreased in Insulin-Resistant Humans and Levels Correlate with Insulin Sensitivity

(A) Quantification of total PAHSAs and individual PAHSA isomers in serum of insulin-sensitive and insulin-resistant nondiabetic humans (see Table S2 for

metabolic characteristics). n = 6–7/group.

(B) Correlation between insulin-sensitivity (clamp glucose infusion rate) and serum total PAHSA and individual PAHSA isomers. n = 13.

(C) Quantification of total PAHSA and individual PAHSA isomers in SQ WAT of insulin-sensitive and insulin-resistant humans. n = 6–7/group.

(D) Correlation between insulin-sensitivity (clamp glucose infusion rate) and SQ WAT total PAHSA and individual PAHSA isomers. n = 13.

(E) Correlation between SQWAT and serum 5-PAHSA levels. LBM: lean body mass. Individual p values are shown on graphs, *p < 0.05 versus insulin-sensitive (t

test, A and C).

Data are means ± SEM for (A and C). Correlations were determined by linear regression analysis for (B, D, and E).
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Figure 5. PAHSAs Improve Glucose Tolerance and Ambient Glycemia In Vivo and Augment Insulin and GLP-1 Secretion

(A) 4.5 hr after food removal, HFD-fed mice were gavaged with 5-PAHSA (top), 9-PAHSA (bottom) or vehicle control. 30 min later an oral glucose tolerance test

(OGTT) was performed. n = 12–14/group, mice were on HFD for 42–52 weeks. *p < 0.05 versus vehicle at same time (t test). Area under the curve (AUC) was

calculated from '30 to 120 min. *p < 0.05 versus vehicle (t test).

(B) 2.5 hr after food removal, HFD-fedmice were gavaged with 5-PAHSA (top), 9-PAHSA (bottom) or vehicle control. Glycemia wasmeasured immediately before

(time 0) and at 2.5 hr (5-PAHSA) or 3 hr (9-PAHSA) after PAHSA gavage. n = 12–14/group. *p < 0.05 versus vehicle (t test).

(C) 4.5 hr after food removal, aged, chow-fedmice (45-week-old) were gavagedwith 5-PAHSA 30min prior to an OGTT. n = 12–14/group. *p < 0.05 versus vehicle

at same time (t test). Area under the curve (AUC) was calculated from '30 to 120 min. *p < 0.05 versus vehicle (t test).

(D and E) Serum insulin levels (D) and serum GLP-1 levels (E) 5 min postglucose challenge in chow-fed mice gavaged with 5-PAHSA or vehicle (glucose values

shown in C). n = 12–14/group, *p < 0.05 versus vehicle (t test).

(F) Insulin secretion from primary human islets from two independent donors. Islets were incubated with low (2.5 mM) or high (20 mM) glucose ex vivo in the

presence of 5-PAHSA (20 mM) or Control (KRB buffer). Diluent for 5-PAHSA was methanol (0.25%). n = 100 islets/condition, *p < 0.05 versus control 2.5 mM

glucose (t test), #p < 0.05 versus all treatments at 2.5 mM glucose (t test), $p < 0.05 versus control and diluent at 20 mM glucose (t test).

(G) Active GLP-1 secretion from STC-1 cells in response to 5-PAHSA (5P), 9-PAHSA (9P), a-Linolenic Acid (ALA), GW9508 (GW), or vehicle control (CTL, DMSO).

n = 4/group, *p < 0.05 versus vehicle (CTL) (t test).

Data are means ± SEM. See also Table S3 and Figure S3.
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palmitic acid or hydroxystearic acid, alone improved insulin-

stimulated glucose transport (Figure 6B). The effects of PAHSAs

on insulin-stimulated glucose transport occurredwith both acute

(30 min) and chronic (2–6 day) treatment and at concentrations

as low as 500 nM (Figure S4A). PAHSAs did not alter total cellular

Glut1 or Glut4 protein levels in adipocytes even after 6 days of

incubation (data not shown).

Bioactive lipids can influence biology through binding to cell

surface receptors such as G protein-coupled receptors (GPCRs)

(Hara et al., 2013). The effects of PAHSAs on GLP-1 secretion

and glucose transport are consistent with possible activation

of GPCRs (Hirasawa et al., 2005). To determinewhether PAHSAs

activate GPCRs, we screened a panel of known lipid-activated

GPCRs. Both 9-PAHSA (Figure 6C) and 5-PAHSA (data not

shown) dose-dependently bind to and activate GPR120 which

is also activated by u-3 fatty acids and monounsaturated fatty

acids (Hirasawa et al., 2005; Oh et al., 2010). Activation of

GPR120 increases glucose transport and Glut4 translocation in

adipocytes (Oh et al., 2010). To test whether GPR120 mediates

the effects of PAHSAs, we knocked it down >95% in adipocytes

with siRNA (Figure S4B). This completely reversed the enhanced

effects of PAHSAs on insulin-stimulated glucose transport (Fig-

ure 6D). These data demonstrate that GPR120 mediates the

effects of PAHSAs on insulin-stimulated glucose transport.

To determine the mechanism for enhancement of glucose

transport with PAHSAs, we analyzed the effects on insulin-

induced Glut4 translocation to the plasma membrane in adipo-

cytes. In the absence of insulin, PAHSAs had no effect on

Glut4 translocation (Figure 6F). However, PAHSAs enhanced

Glut4 translocation at submaximal and maximal insulin

0 0.2 1 10 100
0

1

2

3

4

5

G
lu

c
o

s
e

U
p

ta
k

e

(D
P

M
/m

g
p

ro
te

in
/m

in
x

1
0

3
) DMSO

9-PAHSA

*

*

*

*

*

Insulin (nM)

D D 5P 9P Et Et 9-HSA PA
0

1

2

3

4

5

6

G
lu

c
o

s
e

U
p

ta
k

e
(F

o
ld

o
v

e
r

v
e

h
ic

le
)

10nM Insulin

b
b

b b

a a

cc

Basal 0.2 1
0.00

0.25

0.50

0.75

1.00

1.25

1.50

P
la

s
m

a
m

e
m

b
ra

n
e

G
lu

t4
p

e
r

c
e

ll

DMSO
GPR120 siRNA
9-PAHSA (5 μM)
9-PAHSA (5 μM)
GPR120 siRNA

*

*

Insulin (nM)

DMSO Insulin 5-PAHSA
insulin

9-PAHSA
insulin

0.0

0.5

1.0

1.5

2.0

2.5

3.0

G
lu

c
o

s
e

U
p

ta
k

e

(D
P

M
/m

g
p

ro
te

in
/m

in
x

1
0

3
) CTL RNAi

GPR120 RNAi

*
*

*$

* *

*$

0.000001 0.00001 0.0001
0

25

50

75

100

9-PAHSA (M)

G
P

R
1
2
0

A
c
ti

v
it

y
(%

re
s
p

o
n

s
e
)

A B C

ED F

Basal
(no insulin)

Insulin (0.2 nM)

Insulin (0.2 nM)
+ 9-PAHSA (5 μM)

GPR120 KD
+ Insulin (0.2 nM)
+ 9-PAHSA (5 μM)

Total Glut4 (GFP)
Plasma Membrane

Glut4 (Cy3)

10nM Insulin

Figure 6. PAHSAs Regulate Glucose Uptake and Glut4 Translocation via GPR120

(A) Insulin-stimulated glucose transport in 3T3-L1 adipocytes treated with 9-PAHSA (20 mM) or vehicle (DMSO) control for 6 days. n = 6/group, *p < 0.001 versus

vehicle (DMSO) at the same insulin concentration (ANOVA).

(B) Glucose transport in 3T3-L1 adipocytes treated for 48 hr with 9-PAHSA, 5-PAHSA, palmitic acid (PA), 9-hydroxy stearic acid (HSA) at 20 mMor their respective

vehicle controls (DMSO for 9- and 5-PAHSA. Ethanol for PA and HSA). n = 6/group. a,b,cgroups with different letters are different from each other p < 0.05

(ANOVA).

(C) Dose response of 9-PAHSA on GPR120 binding and receptor activation. n = 3 wells/condition.

(D) Insulin (10 nM)-stimulated glucose transport in 3T3-L1 adipocytes transfected with control siRNA (CTL) or GPR120 siRNA and treated with 5-PAHSA (10 mM),

9-PAHSA (10 mM) or vehicle (DMSO) control for 2 days. n = 3/group, *p < 0.05 versus control siRNA or GPR120 siRNA with DMSO without insulin (ANOVA),
$p < 0.05 versus all other conditions except each other (ANOVA).

(E) Glut4 plasma membrane translocation in 3T3-L1 adipocytes transfected with control siRNA or GPR120 siRNA and treated with 9-PAHSA in the presence or

absence of insulin. Scale bar = 50 mm.

(F) Quantification of Glut4 translocation in (E). Bars show means of six independent experiments without siRNA knockdown and three with siRNA knockdown.

Each experiment had an n R 50 cells/condition.*p < 0.05 versus everything else at same insulin concentration (ANOVA). All data are means ± SEM. See also

Figure S4.
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concentrations (Figures 6E and 6F). These data indicate that

PAHSAs augment insulin-stimulated glucose transport by

enhancing Glut4 translocation. Knockdown of GPR120 in adipo-

cytes completely blocked the effect of PAHSAs to augment

insulin-stimulated Glut4 translocation (Figures 6E and 6F). We

obtained this effect with two different GPR120 siRNAs indicating

that it is a specific ‘‘on target’’ effect. These data together

demonstrate that PAHSAs bind to and activate GPR120 (Fig-

ure 6C), which mediates the effects of PAHSAs on insulin-stimu-

lated glucose transport and Glut4 translocation (Figures 6D–6F).

PAHSAs Exert Anti-Inflammatory Effects
Fatty acids, such as u-3 fatty acids, can elicit anti-inflammatory

effects through GPR120 (Oh et al., 2010). GPR120 is expressed

in bone-marrow-derived dendritic cells (BMDCs), which are

initial antigen-presenting cells in the innate immune response.

Innate immunity is activated in WAT in obesity and may

contribute to the insulin-resistant state (Lumeng and Saltiel,

2011). Saturated fatty acids such as palmitic acid and path-

ogen-derived molecules, such as lipopolysaccharide (LPS),

promote BMDC maturation by activating Toll-like receptors

(TLRs) (Lumeng and Saltiel, 2011). This induces expression of

proinflammatory cytokines, major histocompatibility complex II

(MHC II), and costimulatory molecules (CD40, CD80, and

CD86) required for antigen presentation and T cell activation.

LPS addition to BMDCs robustly increased CD80, CD86, CD40,

and MHC II expression, demonstrating the expected activation

of BMDCs (Figure 7A). 9-PAHSA blocked the LPS effect on

BMDC activation as evidenced by inhibition of LPS-induced

CD80, CD86, CD40, and MHC II expression (Figures 7A and

7B). Neither palmitic acid which is a component of the PAHSA

molecule, nor the mono-unsaturated fatty acid, oleic acid, ex-

erted these effects at a concentration (20 mM) (Figure S5) at

which 9-PAHSAhad strong anti-inflammatory effects (Figure 7B).

9-PAHSA completely blocked LPS-induced IL-12 secretion in a

dose-dependent manner (Figure 7C) and substantially reduced

IL-1b and TNFa at doses as low as 8 mM (Figure 7C). These

data indicate that 9-PAHSA has anti-inflammatory effects.

To test whether PAHSAs exert anti-inflammatory effects

in vivo, we measured TNFa and IL-1b in AT macrophages

(ATMs) from HFD-fed mice gavaged with 9-PAHSA or vehicle

for 3 days. The percentage of ATMs expressing TNFa, IL-1b,

or both was elevated in HFD-fed mice compared to chow.

Administration of 9-PAHSA normalized the percentage of TNFa

positive ATMs and reduced the percentage of IL-1b positive

and double-positive ATMs (Figure 7D). Total ATM number was

not reduced due to the short treatment duration (data not

shown). This demonstrates that PAHSAs have anti-inflammatory

effects in vivo. Therefore, reduced PAHSA levels in insulin-

resistant states (Figures 3A and 4) could contribute to activation

of the innate immune system, thus playing a role in AT inflam-

mation and systemic insulin-resistance.

DISCUSSION

Adipose-Glut4 levels in humans are tightly associated with

insulin sensitivity and lower Glut4 levels confer increased T2D

risk (Carvalho et al., 2001; Shepherd and Kahn, 1999). Adipose-

specific Glut4 overexpression inmice (AG4OX) causes beneficial

metabolic effects which result from enhanced ChREBP-driven

de novo lipogenesis in adipose tissue (AT) (Herman et al.,

2012; Tozzo et al., 1995). Because this occurs even in the setting

of obesity and elevated serum fatty acids (Herman et al., 2012;

Tozzo et al., 1995), we sought to determine whether the

augmented lipogenesis in AG4OX mice leads to production of

lipid species that have favorable metabolic effects. Here we

report the discovery of a class ofmammalian lipids characterized

by a branched ester linkage between a fatty-acid and a hydroxy-

fatty acid or FAHFAs. The closest reported structures are

(O-acyl)-omega hydroxy-fatty acids in the eye (Butovich et al.,

2009), which are not branched.

Of the 16 FAHFA family members we report here, we exten-

sively characterized the biology of PAHSA isomers that are pre-

sent in many, if not all, tissues and in serum in normal mice and

in human WAT and serum (Figures 1, 2, 3, and 4). Total PAHSA

levels are highest in WAT and BAT that also have the greatest

number of PAHSA isomers (Figure 2). Furthermore, PAHSA

levels are highly elevated in serum, WAT and BAT of AG4OX

mice that are obese but have markedly enhanced glucose toler-

ance (Herman et al., 2012; Shepherd et al., 1993). In parallel,

nearly all PAHSA isomers are higher in serum and SQ WAT of

insulin-sensitive humans compared to insulin-resistant humans.

In insulin-resistant, obese mice, PAHSA isomer levels show

adipose-depot-specific regulation and all PAHSA isomers are

lower in SQ WAT of obese compared to lean mice (Figure 3).

These results in SQ WAT are similar to those in insulin-resistant

Figure 7. 9-PAHSA Inhibits LPS-Induced Dendritic Cell Maturation In Vitro and Proinflammatory Cytokine Production from Adipose Tissue

Macrophages In Vivo

(A) LPS induces dendritic cell (DC) maturation (increased percentage of CD11c+ cells expressing costimulatory molecules, CD80, CD86, CD40, and MHCII).

This LPS effect is reduced in the presence of 9-PAHSA (40 mM) compared to vehicle (DMSO) control. Quantification of CD11c+ cells which are positive for

costimulatory molecules from the panel above. n = 3 mice/group.

(B) LPS-induced DC maturation is inhibited by increasing concentrations of 9-PAHSA. Red triangles represent vehicle for 9-PAHSA (DMSO) without LPS. MFI:

median fluorescence intensity. n = 3 mice/group.

(C) LPS–induced cytokine secretion from DC’s is inhibited by increasing concentrations of 9-PAHSA compared to vehicle for 9-PAHSA (DMSO, ‘‘-’’) control.

Red triangles represent vehicle for 9-PAHSA (DMSO, ‘‘-’’) without LPS. n = 3 mice/group.

(D) Flow cytometry representation of AT macrophages expressing TNFa and IL-1b. Mice fed on HFD or chow mice were gavaged for 3 days with 9-PAHSA

(30 mg/kg for chow mice and 45 mg/kg for HFD mice) or vehicle control. PG-WAT was harvested on day 4 and the stromal vascular cells were incubated in vitro

with PMA, ionomycin and brefeldin for 5 hr. AT macrophages (CD45+CD11b+F4/80+) were stained intracellularly for TNFa and IL-1b.

(E) Quantification D-percentage of AT macrophages expressing TNFa, IL-1b or both. n = 5 mice/group. LPS concentration is 100 ng/ml for all panels.

*p < 0.05 versus LPS-activated cells without PAHSA treatment (A–C) or control cells, same diet (E) by one-way (A–C) and two-way ANOVA (D). #p < 0.05 versus

all other groups by two-way ANOVA. Data are means ± SEM. See also Figure S5.
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people (Figure 4). 5-PAHSA is consistently reduced in all adipose

depots studied and in serum in insulin-resistant mice and

humans. In insulin-resistant people, most PAHSA isomers are

reduced in serum and AT and correlate highly with insulin sensi-

tivity (Figure 4). ChREBP is required to maintain normal PAHSA

levels in WTmice and elevated levels in AG4OXmice (Figure 1F).

In humans, ChREBP and lipogenic enzyme expression correlate

strongly with insulin-sensitivity. Thus, the reduction in PAHSAs

in insulin-resistant people may be mediated by suppressed

ChREBP expression.

This class of lipids has multiple effects that improve glucose-

insulin homeostasis which suggests that restoring PAHSA levels

in insulin-resistant people could have beneficial metabolic

effects. Oral PAHSA administration in insulin-resistant mice

on a HFD rapidly lowers ambient glucose and also improves

glucose tolerance (Figures 5A and 5B). This may result, at least

in part, from enhanced glucose transport since PAHSAs

augment insulin-stimulated glucose transport and Glut4 trans-

location directly in adipocytes in vitro (Figure 6). In addition,

PAHSAs stimulate both insulin and GLP-1 secretion (Figures

5D–5G). Importantly, the effects of PAHSAs on insulin secretion

are observed only under hyperglycemic conditions (Figure 5F).

The enhanced GSIS in vivo most likely results from both direct

effects on islet cells and indirect effects though GLP-1-stimu-

lated insulin secretion.

Total PAHSA levels in tissues and serum are similar to concen-

trations of signaling lipids such as prostacyclins, prostaglandins,

steroids, and endocannabinoids. PAHSAs are signaling lipids

that directly bind to and activate GPR120 in a cell-based

GPCR activity assay (Figure 6C). GPR120 activation appears

to explain the effects on insulin-induced Glut4 translocation

and glucose uptake in adipocytes (Figures 6B–6D) and may

explain the effects on GLP-1 secretion and inhibition of inflam-

matory responses in immune cells. Thus, PAHSAs are endoge-

nous GPR120 ligands and may also exert effects through other

lipid-activated GPCRs.

PAHSAs have striking anti-inflammatory effects and largely

block LPS-stimulated dendritic cell activation and cytokine

production (Figure 7). Chronic, low-grade inflammation in AT

plays an important role in obesity-related insulin resistance

(Lumeng and Saltiel, 2011; Olefsky and Glass, 2010). Three

days of PAHSA gavage in HFD-fedmice reduced the percentage

of ATMs that express proinflammatory cytokines (Figure 7D).

Therefore, anti-inflammatory effects of PAHSAs may promote

insulin sensitivity and ameliorate other inflammatory diseases.

Insulin-sensitizing and anti-inflammatory effects and GLP-1

secretion are also observed with u-3 fatty acids (Hirasawa

et al., 2005; Oh et al., 2010). However, a major difference

between u-3 fatty acids and PAHSAs is that PAHSAs are syn-

thesized endogenously as evidenced by PAHSA biosynthetic

activity in adipose and liver lysates and incorporation of modified

precursors into FAHFAs in vivo (Figures 3C and 3D). The poten-

tial importance of identifying an endogenous GPR120 ligand

is demonstrated by the fact that loss of function mutations in

GPR120 in humans promote obesity and insulin resistance (Ichi-

mura et al., 2012). Thus, GPR120 is an important control point

in the integration of anti-inflammatory and systemic insulin-

sensitizing responses and is emerging as an important regulator

of whole-body glucose-insulin homeostasis (Mo et al., 2013). It is

the subject of ongoing preclinical investigation for the treatment

of obesity-related insulin resistance, T2D, and inflammatory dis-

eases (Mo et al., 2013; Oh et al., 2014).

Reduced PAHSA levels may contribute to diabetes risk since

many PAHSA isomers are reduced in SQ WAT and serum of

insulin-resistant rodents (Figure 3A) and humans (Figure 4). In

humans,PAHSA levels inboth serumandSQWATcorrelate high-

ly with whole-body insulin-sensitivity (Figures 4B and 4D). Thus,

reduced circulating PAHSA levels may serve as a biomarker for

insulin resistance andT2D risk. PAHSAs lower glycemia, improve

glucose tolerance and stimulate GLP-1 and insulin secretion in

mice (Figure 5). This raises the possibility that restoring the

reduced PAHSA levels in insulin-resistant humans could have

therapeutic effects to prevent or ameliorate insulin resistance

and T2D. The discovery of the FAHFAs is important also because

their presence suggests uncharacterized biochemical pathways

and enzymes that may be important in human physiology and

disease. Changes in the levels of these metabolites and in their

signaling pathways may provide important insights and new

treatment avenues for metabolic and inflammatory diseases.

EXPERIMENTAL PROCEDURES

Materials and Reagents

All chemicals were purchased from Sigma-Aldrich (St. Louis, MO) unless

otherwise stated.

Culture and Differentiation of Cells

3T3-L1 fibroblasts were cultured and differentiated as described (Norseen

et al., 2012). STC-1 cells were maintained in DMEM supplemented with 10%

FCS, pen/strep and maintained at 37$C and 5% CO2.

Pancreatic Islets, GSIS, and GLP-1 Secretion Studies

Human islets from nondiabetic donors were obtained from Prodo Laboratories

(Irvine, CA). GSIS studies (Kowluru et al., 2010) andGLP-1 secretion fromSTC-

1 cells (Hirasawa et al., 2005) were performed as described.

Generation and Treatment of Bone-Marrow-Derived Dendritic Cells

BMDCs were generated as described (Moraes-Vieira et al., 2014). Cells were

incubated with 9-PAHSA 10 min prior to LPS (100 ng/ml) stimulation. CD11c,

MHC II, CD40, CD80 and CD86 (all Biolegend) were detected by flow cytom-

etry as described (Moraes-Vieira et al., 2014). Cytokine levels were measured

by ELISA (Biolegend).

9-PAHSA Biosynthetic Activity Assay

Liver and PG-WAT tissue was Dounce homogenized in buffer A (10 mM

Tris-HCL (pH 7.4), 250 mM Sucrose containing protease inhibiters (Roche)).

Lysates were centrifuged at 1,200 g to remove incompletely lysed cells and

debris. Lysates were then adjusted to 1 mg/ml protein and 100 ml was incu-

bated with 100 mM palmitoyl-CoA and 100 mM 9-hydroxy stearic acid (PAHSA

substrates) for 2 hr at 37$C. Control samples were heat denatured by boiling

for 10 min prior to incubation with PAHSA substrates. After 2 hr the reaction

was stopped by the addition of 300 ml cold buffer A followed by 400 ml of

methanol (MeOH) and 800 ml of chloroform. Samples were vortexed and

centrifuged at 1,200 g for 5 min. 9-PAHSA levels in the organic layer were

measured by LC-MS.

FAHFA Synthesis In Vivo

Two hours postfood removal C57B6/J mice were gavagedwith 25mg/Kg of 9-

hydroxy heptadecanoic acid or vehicle. Three hours later mice were sacrificed

and serum was collected. Serum lipids were extracted and 9-PAHHA levels

measured by LC-MS.
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Animal Studies and Measurement of Metabolic Parameters

Female AG4OXmice andWT FVB littermate controls (Shepherd et al., 1993) at

8–14 weeks old were used for FAHFA tissue distribution and regulation with

fasting and HFD studies. ChREBP-KO, ChREBP-KO/AG4OX and control

females (Herman et al., 2012) were used at 16–18 weeks old. Mice were fed

on chow (Lab Diet, 5008) or HFD (Harlan Teklad, TD.93075) for 9 weeks (female

FVB) or 42–52 weeks (male C57BL6/J). OGTT’s were performed as described

(Moraes-Vieira et al., 2014) after 5 hr food removal.

Anti-Inflammatory Effects of 9-PAHSA In Vivo

Male C57BL6/J mice on chow or HFD described above were gavaged once

a day for 3 days with 30 mg/kg (chow) or 45 mg/kg (HFD) of 9-PAHSA

or an equivalent volume of vehicle. On the 4th day PG stromal vascular

fraction (SVF) cells were harvested and cultured for 5 hr with ionomycin,

PMA and brefeldin at 37$C and the intracellular cytokine content was

measured in gated CD45+, CD11b+, and F4/80+ cells as described (Moraes-

Vieira et al., 2014).

Human Studies

Hyperinsulinemic-euglycemic clamp was performed in 13 nondiabetic sub-

jects. SQ WAT biopsies were obtained from the peri-umbilical, abdominal

region after an overnight fast.

Lipid Extraction

Lipid extraction was performed as described (Bligh and Dyer, 1959; Sagha-

telian et al., 2004). Tissues (60–150 mg) were Dounce homogenized on

ice in a mixture of 1.5 ml MeOH, 1.5 ml chloroform and 3 ml citric acid

buffer. PAHSA standards were added to chloroform prior to extraction.

The resulting mixture was centrifuged and the organic phase containing ex-

tracted lipids was dried under N2 and stored at '80$C prior to solid phase

extraction.

Lipidomic Analysis

Lipidomic analysis was performed using an Agilent 6220 ESI-TOF fittedwith an

electrospray ionization source with a capillary voltage of 3,500 kV and frag-

mentor voltage of 100 V. A Gemini C18 reversed phase column (Phenomenex)

and a C18 reversed phase guard column (Western Analytical) was used for

LC-MS analysis in negativemode. In positive mode, a Luna C5 reversed phase

column (Phenomenex) was used together with a C4 reversed phase guard

column (Western Analytical). Drying gas temperature was 350$C, flow rate

10 l/min and nebulizer pressure 45 psi. Untargeted data were collected using

an m/z of 100–1,500.

ADD

Structural characterization of the FAHFAs by MS/MS was carried out on an

Agilent 6510 quadrupole-time of flight MS.

Synthesis of PAHSAs and PAHSA Standards

Detailed information on synthesis of PAHSAs and PAHSA standards is outlined

in the Supplemental Information.

Targeted LC/MS Analysis of FAHFAs

FAHFAs were measured on an Agilent 6410 Triple Quad LC/MS via Multiple

Reaction Monitoring in negative ionization mode. Extracted and fractionated

samples were reconstituted in 25 ml MeOH; 10 ml was injected for analysis.

A Luna C18(2) (Phenomenex) column was used with an in-line filter (Phe-

nomenex). Distinct PAHSA species were resolved via isocratic flow at

0.2 ml/min for 120 min using 93:7 MeOH:H2O with 5 mM ammonium acetate

and 0.01% ammonium hydroxide as solvent. Transitions for endogenous

PAHSAs were m/z 537.5 / m/z 255.2 (Collision Energy [CE] = 30 V), m/z

537.5 / m/z 281.2 (CE = 25 V), and m/z 537.5 / m/z 299.3 (CE = 23 V),

and the transition for 13C-9-PAHSA was m/z 553.5 / m/z 271.3 (CE =

30 V), all FAHFA transitions are listed in Supplemental Information.

Data Analysis

All values are means ± SEM. Differences between groups were assessed

using unpaired two-tailed Student’s t tests and/or ANOVA with Fisher’s LSD

multiple comparisons as specified in figure legends. All statistical analyses

were performed with GraphPad Prism 5.

SUPPLEMENTAL INFORMATION

Supplemental Information includes Extended Experimental Procedures, four

figures, four tables, and one data file and can be found with this article online

at http://dx.doi.org/10.1016/j.cell.2014.09.035.
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SUMMARY

Traumatic events generate some of the most
enduring forms of memories. Despite the ele-
vated lifetime prevalence of anxiety disorders,
effective strategies to attenuate long-term trau-
matic memories are scarce. The most efficacious
treatments to diminish recent (i.e., day-old) trau-
mata capitalize on memory updating mechanisms
during reconsolidation that are initiated upon
memory recall. Here, we show that, in mice, suc-
cessful reconsolidation-updating paradigms for
recent memories fail to attenuate remote (i.e.,
month-old) ones. We find that, whereas recent
memory recall induces a limited period of hippo-
campal neuroplasticity mediated, in part, by S-nitro-
sylation of HDAC2 and histone acetylation, such
plasticity is absent for remote memories. However,
by using an HDAC2-targeting inhibitor (HDACi)
during reconsolidation, even remote memories can
be persistently attenuated. This intervention epige-
netically primes the expression of neuroplasticity-
related genes, which is accompanied by higher
metabolic, synaptic, and structural plasticity. Thus,
applying HDACis during memory reconsolidation
might constitute a treatment option for remote
traumata.

INTRODUCTION

Fear and other anxiety disorders develop after the experience of

a traumatic event such as grave physical or psychological harm.

Because of a strong emotional underpinning, traumatic mem-

ories are extraordinarily robust and difficult to treat, evidenced

by an estimated lifetime prevalence of close to 29% (Kessler

et al., 2005). Among the most efficacious treatments for anxiety

disorders are exposure-based therapies (Cukor et al., 2010; Foa,

2000; Foa and Kozak, 1986), during which a patient is repeatedly

confronted with the original fear-eliciting stimulus in a safe envi-

ronment so that the once fearful stimulus can be newly inter-

preted as neutral or safe (Foa and Kozak, 1986). A fundamental

element for successful exposure-based therapies is the reacti-

vation of the traumatic memory (Foa and Kozak, 1986), which ini-

tiates a time-limited process called memory reconsolidation,

during which a memory becomes susceptible to modification

(Misanin et al., 1968; Nader et al., 2000).

In the context of exposure-based therapies, reconsolidation-

updating approaches have proven effective to attenuate the

response to fearful stimuli in humans and rodents alike (Monfils

et al., 2009; Schiller et al., 2010), and similar paradigms have

been successfully used to prevent drug craving and relapse

(Xue et al., 2012). Based on the assumption of a period of updat-

ing or learning during memory reconsolidation (McKenzie and

Eichenbaum, 2011; Nader and Hardt, 2009; Tronson and Taylor,

2007), several other studies have referred to pharmacological

means in order to enhance this process (Kaplan and Moore,

2011). Among those, histone deacetylase inhibitors (HDACis)
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Figure 1. Remote Fear Memories Are Resistant to Attenuation despite Using Reconsolidation-Updating Mechanisms

(A) Schematic of the experimental paradigm. For details, see text.

(B) Schematic of the massed extinction paradigm.

(C) Using the massed extinction paradigm for contextual fear memories, recent memories show no signs of spontaneous recovery (n = 10; repeated-

measurements ANOVA; p % 0.0001).

(D) Using the same massed extinction paradigm, remote memories spontaneously recover (n = 9; repeated-measurements ANOVA; p % 0.0001).

(E) Using the same paradigm but without memory recall, remote memories spontaneously recover (n = 10; repeated-measurements ANOVA; p % 0.0001).

(F) Schematic of the spaced extinction paradigm.

(legend continued on next page)
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might be a particularly promising candidate to permanently

modify fearful memories (Lattal and Wood, 2013) for two rea-

sons. First, by modifying chromatin compaction, epigenetic

mechanisms can have potentially stable and long-lasting effects

on gene expression (Levenson and Sweatt, 2005), a required

feature of long-term memories (Kandel, 2001); second, epige-

netic mechanisms per se can target a vast variety of nuclear

processes involved in neuronal plasticity (Gräff et al., 2011),

such that their effect is not restricted to a particular signaling

pathway.

Remarkably, almost all of these either purely behavioral or

pharmacologically supported approaches to attenuate fearful re-

sponses have exclusively focused on recent, i.e., day-old, mem-

ories—leaving it unclear whether they would also be effective for

remote, i.e., month-old, memories. As traumatic memories are

oftentimes not readily amenable to immediate treatments

(Kearns et al., 2012) and because remotememories aremore sta-

ble than recent ones (Frankland et al., 2006; Inda et al., 2011;

Milekic and Alberini, 2002; Suzuki et al., 2004), there is a clear

need to investigate options to overcome remote fear memories.

RESULTS

Despite Using Reconsolidation-Updating Paradigms,
Remote Memories Cannot Be Persistently Attenuated
To test whether exposure-therapy-based approaches can

be used to attenuate remote traumatic memories, we used

Pavlovian fear conditioning in mice, a commonly employed

method to study fear responses underlying traumatic memories

such as posttraumatic stress disorder (PTSD) (Mahan and

Ressler, 2012). In fear conditioning, an unconditioned stimulus

(US)—an electrical footshock—is paired with a conditioned stim-

ulus (CS)—either a specific tone or context for cued and contex-

tual fear conditioning, respectively. When the animals are later

tested for their fear memory by exposing them to the CS, the

CS alone will elicit the conditioned response (CR), freezing.

Specifically, we trained mice for either cued or contextual fear

conditioning, 1 day and 30 days after which we attempted to

attenuate their CR by different fear extinction paradigms (Fig-

ure 1A, Experimental Procedures, and Figure S1A available

online). All of these paradigms take advantage of a transient

period of memory lability, the reconsolidation window, that oc-

curs between 1 and 6 hr following the memory recall (Monfils

et al., 2009).

The first protocol aimed at extinguishing the CR to a tone (the

CS) by employing a massed extinction paradigm for cued fear

conditioning (Figure S1B, expo.). We found that, for recent mem-

ories, this paradigm persistently attenuated the CR immediately

and 1 day after extinction (Figures S1C and S1F). Importantly,

there were no signs of spontaneous recovery (SR) or reinstate-

ment (RI) of the fear (Figures S1C and S1F), the presence of

which is indicative of incomplete fear extinction (Bouton, 1993,

2004; Bouton and Bolles, 1979; Pavlov, 1927; Rescorla, 2004;

Rescorla and Heth, 1975). For remote memories, in contrast,

we found that, although this paradigm was effective in

decreasing the freezing response after the extinction session,

there were significant RI (Figure S1D) and SR (Figure S1G), indi-

cating persistence of the original memory. This finding is consis-

tent with the occurrence of both RI and SR upon remote memory

extinction without memory recall (Figures S1E and S1H).

The second protocol aimed at attenuating the CR to a

context (the CS) by a massed extinction paradigm adopted

for contextual fear conditioning (Figure 1B) (Sananbenesi

et al., 2007). By using this paradigm, recent fear memories

could be successfully and permanently attenuated (Figure 1C),

but remote fear memories showed significant SR (Figure 1D).

Similar results were obtained when no recall was presented

(Figure 1E).

Furthermore, because increasing the intertrial interval during

fear extinction training has been shown to facilitate fear extinc-

tion of recent memories (Urcelay et al., 2009), we reasoned that

such spacing would also help in attenuating remote memories

(Figure 1F). This paradigm significantly attenuated recent fear

memories, and there were no signs of SR (Figure 1G). However,

when applied to remote memories, the same paradigm failed to

even temporarily reduce fear, and when tested for SR, freezing

levels were comparable to those during memory recall (Fig-

ure 1H). Similar results were obtained in the absence of memory

recall (Figure 1I).

Together, these results indicate that three different behavioral

paradigms that successfully extinguish recent fear memories

were not capable of doing so for remote fear memories, despite

taking advantage of the transient period of memory lability

induced by memory recall. The question arises as to why remote

fear memories are more difficult to extinguish.

Recalling Remote Memories Is Not Salient Enough to
Induce Histone Acetylation-Mediated Neuronal
Plasticity in the Hippocampus
By definition, the reconsolidation window opened by memory

recall allows previously acquired memories to be updated with

new information and is thereby thought to initiate a new period

of neuronal plasticity (Hartley and Phelps, 2010; McKenzie and

Eichenbaum, 2011). We hypothesized that the same memory

recall might not induce the same extent of neuronal plasticity

for remote as for recent memories. For the subsequent analyses,

we focused on contextual fear memories, the formation of

which depends on the hippocampus, a brain area crucial for

memory-related neuronal plasticity (Kandel et al., 2013) that is

activated upon remote memory recall (Debiec et al., 2002).

One fundamental mechanism that governs neuronal plasticity

is the epigenetic modification of gene expression by acetylation

of histone proteins (Levenson and Sweatt, 2005). Histone acety-

lation promotes a chromatin structure that is more permissive for

(G) Using the spaced extinction paradigm for contextual fear memories, recent memories show significant attenuation of fear and no signs of spontaneous

recovery (n = 12; repeated-measurements ANOVA; p = 0.0038).

(H) Using the same spaced extinction paradigm, remote memories show no signs of attenuation (n = 16).

(I) Using the spaced extinction paradigm without memory recall, remote memories show no signs of attenuation (n = 12).

Error bars indicate ± SEM. *p % 0.05, **p % 0.01, ***p % 0.001 for Tukey’s posthoc analysis. See also Figure S1 for results of remote cued fear memories.
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Figure 2. The Recall of Remote Memories Is Not Salient Enough to Induce Neuroplasticity-Permitting Histone Acetylation Changes

(A) Representative images of immunohistochemical labelings of acetylated H3K9/14 (‘‘AcH3’’) in hippocampal area CA1 1 hr after recent and remote memory

recall as compared to behaviorally naive animals. Scale bar, 100 mm.

(B) Quantification thereof (n = 3–4 animals each).

(legend continued on next page)
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gene transcription (Brownell and Allis, 1996) and thereby posi-

tively regulates transcription-dependent long-lasting forms of

neuronal plasticity.

To test whether the samememory recall leads to differences in

histone acetylation between remote and recent memories, we

first used immunohistochemical analyses to assess the acetyla-

tion of histone 3 on lysine residues 9 and 14 (H3K9/14), a modi-

fication associatedwith facilitated neuronal plasticity (Gräff et al.,

2011). We found that, 1 hr post memory recall, hippocampal

H3K9/14 acetylation of remote memories was indistinguishable

from behaviorally naive animals but was significantly smaller

than that of recent memories (Figures 2A and 2B). Next, we car-

ried out chromatin immunoprecipitation (ChIP) to determine the

abundance of H3K9/14 acetylation at the promoter region of

cFos, an immediate early gene regulated by neuronal activity

and critical for neuronal plasticity (Tischmeyer and Grimm,

1999). Consistent with the overall histone acetylation pattern,

we found the cFos promoter to be hypoacetylated after remote

memory recall compared to after recent memory recall (Fig-

ure 2C). Accordingly, the expression of cFos was significantly

reduced after remote memory recall (Figure 2D), an effect that

was also observed at the protein level evidenced by the number

cFos-positive cells (Figure 2E), as reported previously (Frankland

et al., 2004).

Increments in histone acetylation are dependent on neuronal

activity (Levenson and Sweatt, 2005), and one pathway shown

tomediate these changes in cultured neurons involves the disso-

ciation of histone deacetylase 2 (HDAC2) from the chromatin

following its nitrosylation on Cys262 and Cys274 (Nott et al.,

2008). We therefore investigated whether the lack of increased

histone acetylation following remote memory recall might

be due to a lack of hippocampal HDAC2 nitrosylation. Using

a biotin-switch assay, we found that, for recent memories,

HDAC2 becomes nitrosylated between 30 and 60 min following

memory recall, a state that lasted for no longer than 6 hr (Fig-

ure 2F). Thus, HDAC2 nitrosylation correlated with the limited

period of memory lability during the reconsolidation window

(Monfils et al., 2009). In contrast, we detected no increase in

HDAC2 nitrosylation following remote memory recall (Figures

2G and 2H). Consistent with its nitrosylation status, the binding

of HDAC2 to the promoter of cFos was reduced following recent

memory recall, whereas HDAC2 was still bound to the chromatin

after the recall of remote memories (Figure 2I). Importantly,

memory recall was necessary to elicit all of the changes

described above (Figure S2). Together, these results indicate

that, in contrast to recent memories, the recall of remote mem-

ories fails to install HDAC2 nitrosylation and histone acetyla-

tion-mediated neuronal plasticity in the hippocampus.

S-Nitrosylation of HDAC2 in the Hippocampus Is Critical
for Memory Updating during Reconsolidation
To further assess the role of nitrosylated HDAC2 in mediating

such neuroplasticity, we treated fear-conditioned mice with

Nu-Nitro-L-arginine methyl ester (L-NAME), an inhibitor of nitric

oxide (NO) synthase, before the recall of recent memories and

extinction training (Figure 3A). We reasoned that, if nitrosylation

plays a role in facilitating the update of recent memories, its inhi-

bition would prevent it. We found that, although L-NAME-treated

animals showed significant attenuation of fear after extinction

training, their fear spontaneously recovered (Figure 3B). In

contrast, VEH-treated animals showed no SR (Figure 3B).

L-NAME treatment did not affect the overall behavior of the

animals (Figures S3A–S3D). Interestingly, L-NAME treatment

also abolished the recall-induced nitrosylation of HDAC2 1 hr

after memory recall (Figure 3C), suggesting that HDAC2 nitrosy-

lation might be critical for recall-induced memory updating dur-

ing reconsolidation.

Then, to prove a causal implication of HDAC2 nitrosylation in

memory updating, we used the following strategy. We treated

mice before remote memory recall with the nitric oxide donor

molsidomine (MOL), which should facilitate memory updating

of even remote memories, and simultaneously overexpressed

a non-nitrosylateable form of HDAC2, the double-alanine mutant

HDAC2C262/274A(Nott et al., 2008), which should prevent remote

memories from being updated in the presence of MOL. To this

end, we injected short-term herpes simplex viral (HSV) vectors

carrying either HDAC2WT or HDAC2C262/274A (Figure S3E) into

hippocampal area CA1 (Figure S3F) 3 days before remote mem-

ory recall to assure maximal expression at the time of recall.

Then, 1 hr prior to recall and subsequent extinction training, we

administered MOL or its vehicle to both groups (Figure 3D). We

found that, whereas MOL-administration increased HDAC2 ni-

trosylation in HSV-HDAC2WT-injected animals 1 hr after remote

memory recall, HSV-HDAC2C262/274A-injected mice showed no

HDAC2 nitrosylation despite MOL treatment (Figure 3E), indi-

cating that, in HDAC2C262/274A-injected animals, HDAC2 is pre-

dominantly present in its non-nitrosylateable form. When tested

for fear extinction, MOL-treated HSV-HDAC2WT-injected ani-

mals showed significant fear reduction after memory extinction

and no signs of SR (Figure 3F), suggesting that the NO donor

allowed for successful memory updating. In contrast, MOL-

treated HDAC2C262/274A-injected animals showed significant

SR despite successful memory extinction immediately and

1 day after extinction training (Figure 3F). Importantly, MOL treat-

ment did not affect the animals’ general behavior (Figures S3G–

S3J). Together, these results indicate that nitrosylation of

HDAC2 following memory recall is a critical event for remote

(C) Quantitative PCR results of the abundance of acetylated H3K9/14 in the promoter region of cFos at the same time points (n = 8 animals each).

(D) Quantitative RT-PCR results of the expression of cFos in the hippocampus at the same time points (n = 4–5 animals each).

(E) Quantification of the number of cFos-positive cells in the hippocampus at the same time points (n = 3 animals each).

(F) Western blot analysis of S-nitrosylation of HDAC2 using the biotin-switch assay and streptavidin precipitation 1 hr after contextual fear conditioning and at

different intervals after recent memory recall.

(G) Representative pictures of western blot analysis of S-nitrosylation of HDAC2 1 hr after recent and remote memory recall.

(H) Quantification thereof (n = 3–4 animals each).

(I) Quantitative PCR results of HDAC2 binding to the promoter region of cFos at the same time points (n = 8 animals each).

Error bars indicate ± SEM. *p % 0.05, **p % 0.01, ***p % 0.001 by Student’s t test. See also Figure S2.
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memories to become amenable for effective updating during

reconsolidation.

By Using HDAC2-Targeting HDAC Inhibitors, Remote
Fear Memories Can Be Attenuated
Because MOL cannot be targeted to HDAC2 alone, we hypoth-

esized that, by using an HDAC2-targeting HDACi, it might

also be possible to overcome the lack of neuroplasticity-related

histone hyperacetylation for remote memories and, conse-

quently, to enable memory-updating mechanisms. For this, we
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Figure 3. Nitrosylation of HDAC2 Is Critical

forMemory Updating during Reconsolidation

(A) Schematic of the experimental paradigm. 1 hr

before recent memory recall, L-NAME or its VEH

was administered i.p.

(B) Using the massed extinction paradigm for

contextual fear memories, L-NAME-treated animals

show significant spontaneous recovery, whereas

VEH-treated ones do not (n = 8 for each treatment;

repeated-measurements ANOVA; p % 0.0001 for

VEH, p = 0.0034 for L-NAME).

(C) Representative pictures of western blot analysis

of S-nitrosylation of HDAC2 1 hr after or without

recall of recent memories in L-NAME and VEH-

treated animals.

(D) Schematic of the experimental paradigm. For

details, see text.

(E) Representative pictures of western blot analysis

of S-nitrosylation of HDAC2 1 hr after remote

memory recall in molsidomine- or VEH-treated

HDAC2WT or HDAC2C262/274A-injected animals.

(F) Using the massed extinction paradigm for

contextual fear memories, HDAC2WT-treated ani-

mals show no signs of spontaneous recovery,

whereas HDAC2C262/274A-injected animals do

(n = 7–10 for both groups; repeated-measurements

ANOVA; p % 0.0001 for HDAC2WT, p = 0.01 for

HDAC2C262/274A).

Error bars indicate ± SEM. *p % 0.05, **p%0.01,

***p%0.001 by Tukey’s posthoc. See also Figure S3.

used the benzamide-based HDACi CI-

994 (Figure 4A), a selective inhibitor of

class I HDACs, including HDAC2 (Fig-

ure 4B). Systemic, intraperitoneal adminis-

tration of 30 mg per kg resulted in high

(Cmax = 12.3 mM) and long-lasting (T1/2 =

3.7 hr) levels of CI-994 in the brain

(Figure 4C) and did not affect overall

behavior (Figures S4A–S4D). To confi-

dently target the memory-updating mech-

anisms during the reconsolidation window,

we administered CI-994 or its vehicle

(VEH) to fear-conditioned animals 1 hr

post memory recall and then performed

the extinction paradigms used previously

(Figure 4D).

For the massed extinction paradigm, we

found that, whereas VEH-treated animals

showed significant SR (Figure 4E), CI-

994-treated animals showed no signs thereof (Figure 4F).

Furthermore, the fear-attenuating effect of the HDACi depended

on memory recall, as we also observed SR when the HDACi was

given without recall (Figure 4G). Next, when using the spaced

extinction paradigm, which did not reduce remote fearmemories

(Figures 1H and 4H), we observed a significant reduction of the

CR with CI-994, indicating memory extinction (Figure 4I). Impor-

tantly, we also observed a complete absence of SR, reflecting

persistent memory extinction. This effect again depended on

memory recall (Figure 4J). Of note, we observed the same

266 Cell 156, 261–276, January 16, 2014 ª2014 Elsevier Inc.



beneficial effects with the HDACi for remote cued fear memories

(data not shown).

Importantly, HDACi administration did not generalize fear

extinction. When mice were both cued and contextual fear

conditioned yet only the context as a CS underwent extinction

(using the spaced extinction paradigm), fearful memories associ-

ated with the cue were still present after successful extinction of

the context (Figures S4E–S4G). Together, these results suggest

that, by using an HDACi in combination with extinction training

during the reconsolidation window, even remote contextual

fear memories become amenable to persistent and specific

attenuation.

HDAC Inhibitors Epigenetically Prime the Hippocampal
Transcriptome for Reinstated Neuroplasticity
Next, we investigated the mechanisms by which the HDACi

operates, hypothesizing that extinction training in conjunction

with CI-994 would allow for increased histone acetylation-medi-

ated neuroplasticity. We focused on the spaced extinction para-

digm (Figure 1F), as this paradigm was the only one in which

VEH- and CI-994-treated animals showed different fear re-

sponses immediately following the extinction procedure (Figures

4H and 4I). We first measured hippocampal histone acetylation

using immunohistochemistry 1 hr after the end of the extinction

procedure. We found that, compared to the histone acetylation

of VEH-treated animals and that of 1 hr after remote memory

recall, CI-994-treated animals showed significantly higher acet-

ylation levels (Figures 5A and 5B). This was consistent with

reduced hippocampal HDAC2 activity upon HDACi-treatment

(Figure 5C). In the prefrontal cortex, where remote memories

are primarily stored (Bontempi et al., 1999; Frankland and Bon-

tempi, 2005; Frankland et al., 2004), histone acetylation following

extinction training in combination with CI-994 was also elevated

relative to VEH-treated animals and was comparable to levels

1 hr after remote memory recall (Figure S5), which may indicate

persistent engagement of cortical areas in HDACi-treated ani-

mals. For the following analyses, we nevertheless focused exclu-

sively on the hippocampus, as this brain area is critical for the

incorporation of new information into a given memory trace dur-

ing reconsolidation of contextual fear memories (Debiec et al.,

2002).

Alongside histone acetylation, another critical aspect of neuro-

plasticity is the transcription of genes related to synaptic plas-

ticity, learning, andmemory (Kandel, 2001). To investigate those,

we performed RNA sequencing of hippocampal extracts of both

VEH and CI-994-treated animals 1 hr after completion of remote

memory extinction. At an expression fold change cutoff of 1.4,

we found 475 differentially expressed genes (DEGs) between

CI-994 and VEH-treated animals, among which 199 genes

showed higher expression in CI-994-treated animals (Figure 5D

and Table S1). Upon generation of pathway and gene ontology

analyses, we noticed these DEGs to be implicated in biological

processes related to neuronal plasticity, such as learning or

memory, regulation of transmission of nerve impulse, cell

morphogenesis and projection, cation transport, and synaptic

transmission (Figure 5E). These findings suggest that, by using

CI-994 in combination with extinction training, neuroplasticity

at the level of gene expression was enhanced.

Moreover, we detected several key regulators of neuronal

plasticity to be significantly upregulated in CI-994-treated ani-

mals (Figure 5D). These genes include the immediate-early

genesArc and cFos, which are both critically involved in synaptic

plasticity and memory-related processes (Korb and Finkbeiner,

2011; Shepherd and Bear, 2011; Tischmeyer and Grimm,

1999), Adcy6, an adenylate cyclase regulating neurite extension

(Wu et al., 2011),Npas4, a transcription factor regulating contex-

tual memory formation (Ramamoorthi et al., 2011; Lin et al.,

2008), and Igf2 (insulin-like growth factor 2), which facilitates

memory retention (Chen et al., 2011) and extinction of recent

fear memories (Agis-Balboa et al., 2011). qRT-PCR analysis of

independent CI-994 and VEH-treated samples confirmed the

expression changes of these genes (Figure 5F). Importantly, no

such expression changes were detected when the HDACi was

administered without extinction training (Figure 5G), in line with

the observation that the HDACi alone had no behavioral effect

(Figure 4J).

The genes with higher expression also showed higher acetyla-

tion in their promoter region (Figure 5H). Intriguingly, such

increased histone acetylation occurred despite HDAC2 being

bound to their promoter (Figure 5I). These findings suggest

that the HDACi treatment following remote memory recall can

compensate for the absence of HDAC2 nitrosylation and its

persistent binding to the chromatin, thereby increasing histone

acetylation-mediated neuroplasticity at the level of gene

expression.

HDAC Inhibitors Lead to Increased Neuroplasticity
during Memory Extinction
Lastly, we conducted a series of experiments to assess whether

such increased expression of neuroplasticity-related genes

would also result in facilitated synaptic plasticity. We first

measured hippocampal glucose utilization 1 hr after completion

of remote memory extinction by means of radiolabeled [3H]2-

deoxyglucose ([3H]2-DG) uptake, which reflects neuronal activity

(Magistretti, 2006). We found that CI-994-treated animals

showed higher hippocampal [3H]2-DG uptake compared to

VEH-treated animals, depicting increased metabolic engage-

ment of this brain area following memory extinction (Figures 6A

and 6B). In contrast, [3H]2-DG measurements did not differ

between VEH- and CI-994-treated animals in the piriform cortex,

a brain region implicated in olfactory memories and thus unre-

lated to the formation of contextual memories (Figure S6A).

Next, to test whether such increased metabolic activity was

indicative of increased neuronal plasticity, we assessed long-

term potentiation (LTP) at Schaffer collaterals by electrophysio-

logical recordings at the same time point. Using triple theta-burst

stimulation (3 3 TBS), we observed that CI-994-treated animals

displayed facilitated LTP compared to VEH-treated ones (Fig-

ure 6C). In contrast, we found no difference in basal synaptic

transmission, as the slope of field excitatory postsynaptic poten-

tial (fEPSP) elicited by a given presynaptic fiber volley did not

differ between the two groups (Figure S6B). Likewise, we de-

tected no significant difference in paired-pulse facilitation (Fig-

ure S6C). These results suggest that a combination of extinction

training and CI-994 administration leads to increased synaptic

plasticity.
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Figure 4. Remote Fear Memories Become Amenable to Attenuation by CI-994

(A) Chemical structure of CI-994, a benzamide-based HDAC inhibitor.

(B) Concentration-time curve of CI-994 in C57BL/6 mouse brain after a 30/10/1mg/kg i.p. dose.

(legend continued on next page)
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Finally, we investigated whether such increased synaptic

plasticity might also be accompanied by increased structural

plasticity. For this, we measured the number of dendrites by

microtubule-associated protein 2 (MAP2) immunohistochem-

istry, dendritic branching and the number of dendritic spines

by Golgi staining, and the density of synapses by transmission

electron microscopy and synaptophysin immunohistochemistry,

a presynaptic marker, 1 hr after completion of memory extinc-

tion. These measurements reflect the degree of neuronal con-

nectivity and thereby synaptic strength (Fiala et al., 2002). We

found that CI-994-treated animals displayed an elevated number

ofMAP2-stained dendrites compared to VEH-treated ones in the

stratum radiatum layer of the hippocampus (Figures 6D and 6E).

Similarly, we detected a significant enhancement of dendritic

branching between 120 and 170 mm from the soma as measured

by Sholl analysis (Figures 6F and 6G), aswell as a greater number

of spines in CI-994-treated animals (Figures 6H and 6I). Of note,

when analyzing the fine structure of these spines, we noticed

a greater number of mushroom-like than thin spines upon

HDACi-treatment (Figures 6H and 6J), an indicator of amore pro-

nounced spine maturation process (Bourne and Harris, 2007).

Lastly, the density of functional synapses was also markedly

increased following CI-994 treatment (Figures 6K, 6L, and S6D,

and S6E). Taken together, our findings demonstrate that, in addi-

tion to epigenetically enhancing neuroplasticity-related gene

expression, the HDACi-treatment also resulted in increased syn-

aptic and structural plasticity.

DISCUSSION

To our knowledge, this is the first report successfully attempting

to attenuate remote fear responses in an animal model of trau-

maticmemories. Using different behavioral protocols, a previous

study also found that, despite using reconsolidation-updating

paradigms that successfully extinguish recent fear memories,

remote memories are resistant to attenuation (Costanzi et al.,

2011). One potential mechanism behind such resilience of

remote memories to be attenuated by behavioral interventions

alone might be the lack of histone acetylation-mediated hippo-

campal neuroplasticity for remote memories presented here.

Whereas recent memory recall allows for histone hyperacetyla-

tion and the expression of neuroplasticity-related genes such

as cFos by stimulating HDAC2 nitrosylation and its subsequent

dissociation from the chromatin, remote memory recall fails to

do so (Figures 7A and 7B). Interestingly, learning itself is known

to be accompanied by increased NO signaling in the hippocam-

pus (Harooni et al., 2009), whereas mice lacking the enzyme

neuronal NO synthase (nNOS) display contextual fear memory

deficits (Itzhak et al., 2012). Thus, as per yet to be determined

mechanisms, reduced hippocampal NO signaling toward

HDAC2 might prevent a phase of learning that is crucial for

remote memory updating.

While our molecular analyses focused primarily on the hippo-

campus, we do not exclude a possible contribution of similar or

different mechanisms in other brain regions such as the amyg-

dala (see Clem and Huganir, 2010) or cortical areas (see Fig-

ure S5) to the attenuation of remote memories. This latter brain

area in particular would warrant further studies, as it is widely

acknowledged that, as a memory matures, it becomes increas-

ingly represented in and dependent on cortical areas (Nadel and

Moscovitch, 1997; Frankland and Bontempi, 2005). Our finding

of a lack of hippocampal neuroplasticity upon remote memory

recall indeed supports this concept of hippocampal disengage-

ment for remotememories (Figure 7B). However, it has also been

known that, upon memory recall, even supposedly cortex-

dependent remote memories re-enter a phase of hippocampus

dependency (Debiec et al., 2002), and artificially inhibiting hippo-

campal activity (in area CA1) during memory recall in effect abol-

ishes the capacity to recall remote memories (Goshen et al.,

2011). The present results extend these findings by showing

that recalling remote fear in conjunction with extinction training

alone does not lead to a level of neuroplasticity that is sufficient

for fear memory updating. Rather, it is the combined use of

HDAC2-targeting HDACis and extinction training during memory

reconsolidation that reinstates hippocampal neuroplasticity and

permits updating of even remote traumaticmemories (Figure 7C).

This finding is reminiscent of an fMRI study in humans showing

that subjects with persisting traumatic memories display lower

hippocampal activation upon memory recall than those for

whom fear memory extinction training was successful (Milad

et al., 2009).

We found the HDACi treatment to trigger the upregulation of a

key set of neuroplasticity-related genes, which was accompa-

nied by increased histone acetylation in their respective pro-

moter region. This observation indicates that the HDACi may

epigenetically prime the chromatin into a transcriptionally

permissive state, thereby allowing for enhanced neuroplasticity.

Of the genes that exhibited increased expression following

remote memory extinction, cFos, Arc, and Igf2 were also found

to be increased after the extinction of recent fear memories

(C) Pharmacokinetic parameters of CI-994 in C57BL/6 mouse brain (see Extended Experimental Procedures for additional details).

(D) Schematic of the experimental paradigm. 1 hr post remote memory recall, either CI-994 or its VEHwas administered i.p., and 1 hr later, the different extinction

procedures were applied.

(E) Using the massed extinction paradigm to the context, VEH-treated animals show significant spontaneous recovery of fear (n = 11; repeated-measurements

ANOVA; p = 0.0001).

(F) Using the same paradigm, HDACi-treated animals show no spontaneous recovery (n = 16; repeated-measurements ANOVA; p % 0.0053).

(G) Using the same paradigm but without memory recall, HDACi-treated animals show significant spontaneous recovery (n = 17; repeated-measurements

ANOVA; p % 0.0001).

(H) Using the spaced extinction paradigm to the context, VEH-treated animals do not show any attenuation in their fear response (n = 15).

(I) Using the same paradigm, HDACi-treated animals show significant reduction in their freezing response immediately and 1 day after extinction and show no

signs of spontaneous recovery (n = 16; repeated-measurements ANOVA, p % 0.0001).

(J) Using the same paradigm but without memory recall, HDACi-treated animals do not show any attenuation in their fear response (n = 12).

Error bars indicate ± SEM. *p % 0.05, **p % 0.01, ***p % 0.001 by Tukey’s posthoc. See also Figure S4.
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Figure 5. HDACis Prime a Transcriptional Program for Increased Neuroplasticity

(A) Representative images of immunohistochemical labelings of acetylated H3K9/14 (‘‘AcH3’’) in hippocampal area CA1 1 hr after recall and 1 hr after completion

of extinction in VEH- and HDACi-treated animals. Scale bar, 100 mm.

(B) Quantification thereof (n = 3–4 animals each).

(C) HDAC2 activity assay showing that CI-994 effectively inhibited hippocampal HDAC2 activity (n = 4 animals each).

(legend continued on next page)
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(Agis-Balboa et al., 2011), and conclusive evidence exists

that—at least for recent fear memories—hippocampal Igf2 is

necessary for successful contextual extinction (Agis-Balboa

et al., 2011). However, the precise contribution of each of

these genes to remote memory attenuation remains to be

determined.

Previous studies have already demonstrated the usefulness of

other HDACis in extinguishing recent memories (Bredy and

Barad, 2008; Bredy et al., 2007; Fujita et al., 2012; Itzhak et al.,

2012; Lattal et al., 2007; Stafford et al., 2012). Interestingly, in

none of these studies were the extinction paradigms applied

during the reconsolidation window, a procedure that by itself is

sufficient to successfully attenuate fearful memories (Monfils

et al., 2009). Together with our own observation that combining

the HDACi treatment with successful reconsolidation-updating

mechanisms for recent memories does not lead to further atten-

uation of the fear (data not shown), it seems that HDACis can

facilitate memory updating in situations when extinction training

alone is insufficient.

HDACi-supported extinction training led to increased neuro-

plasticity on a functional and structural level. For instance, we

observed that hippocampal metabolic activity and LTP were

enhanced. This is consistent with fMRI studies in humans, which

show that successful extinction memory correlates with higher

hippocampal activity (Milad et al., 2009). On a structural level,

we found that memory extinction in combination with HDACi

treatment was accompanied by increased synaptic density

and dendritic branching and an elevated number of spines.

These observations are consistent with a finding of increased

spine numbers following recent memory extinction (Lai et al.,

2012) and with earlier reports showing that HDACi treatment

alone can lead to increased dendritic branching (Fischer et al.,

2007). Therefore, the structural changes here are most likely

the combined result of extinction training together with the

HDACi application.

By extension, our finding of regained neuroplasticity strongly

speaks in favor of a new period of learning during memory

extinction (Bouton, 2004). Such learning has been postulated

to either constitute a new memory trace of safety being laid

over the original memory trace of fear or a re-learning of the

original memory trace such that the association context-fear

becomes re-associated toward one of context-safety (McKenzie

and Eichenbaum, 2011; Nader and Hardt, 2009; Tronson and

Taylor, 2007). It has been argued that, if the former is the case,

the original memory of fear can still persist, which would become

manifest in its SR, RI, or renewal, when the CS is presented

outside of the extinction context (Bouton, 1993, 2004; Bouton

and Bolles, 1979; Rescorla, 2004; Rescorla and Heth, 1975).

Based on these purely behavioral results (Figures 4F and 4I)

and the finding that the HDACi treatment in the absence of mem-

ory recall had no beneficial behavioral effect (Figures 4G and 4J),

our results would therefore not only argue in favor of a permanent

attenuation of the fear response, but also that it is the original

memory trace that has been modified.

EXPERIMENTAL PROCEDURES

All experiments were performed by a person unaware of treatment groups,

whenever possible.

Animals

C57Bl/6 male mice were used for all experiments. Animals were 12–14 weeks

old at the time of training. All animal work was performed in accordance with

the guidelines of the Massachusetts Institute of Technology’s Division of

Comparative Medicine.

Behavior

Fear Conditioning

Freezing behavior was defined as the complete absence of movement except

breathing.

Contextual Fear Conditioning and Extinction

Training consisted of a 3 min habituation of mice to the conditioning chamber

(TSE systems) followed by three 2 s foot shocks (0.8 mA) with an intertrial

interval (ITI) of 28 s. After the shocks, the animals remained in the chamber

for an additional 15 s. 1 or 30 days later, the following extinction paradigms

were used. For massed extinction, mice were re-exposed to the same cham-

ber for 3min without receiving the foot shock to recall thememory (expo.). One

hour later (spent in the home cage), the animals were put back in the same

chamber without shock for an additional 18 min (for a total of 63 3 min expo-

sure), the last 3 min of which were employed to measure the animals’ extinc-

tion memory (after extinction). For spaced extinction, mice were re-exposed to

the same chamber for 3 min without receiving the foot shock to recall the

memory and were returned to their home cage for 2 hr, after which they

were once again exposed to the training chamber for 3 min. This procedure

was repeated on three subsequent days, for a total of 4 days of spaced extinc-

tion. The second session of the fourth day was employed to measure freezing

at the end of extinction (after extinction). For both paradigms, 24 hr after

extinction, animals were exposed for 3 min to the context again to assess their

24 hr extinction memory (EM).

Spontaneous Recovery

Thirty days following massed or spaced extinction, mice were tested for

spontaneous recovery of fear by exposing them to the training chamber for

3 min. See Extended Experimental Procedures for cued fear conditioning

and extinction.

Open-Field Behavior

Open-field behavior was examined using the VersaMax system (Accuscan)

during 20 min.

Experimental Manipulations

Drug Administration

L-NAME (10 mg/kg, Sigma), molsidomine (20 mg/kg, Sigma), and CI-994

(30 mg/kg, synthesized at the Broad Institute) was given intraperitoneally.

CI-994 was synthesized at the Broad Institute with a purity of >95% by

HPLC analysis.

(D) Heatmap depicting 475 differentially expressed genes (DEGs) determined by RNA-sequencing in the hippocampus between VEH-treated and HDACi-treated

animals after remote memory attenuation. Each line represents a DEG, each row the gene expression per animal. Blue and red indicate low and high levels of

expression, respectively.

(E) Histogram showing the biological processes to which the DEGs belong (orange, number of DEGs per biological process; green, significance of enrichment).

(F) Quantitative RT-PCR confirmation of the expression of several neuroplasticity-related genes detected under (D) (n = 5–9 animals each).

(H) Quantitative PCR results showing the abundance of AcH3K9/14 at the promoter region of the genes under (F) (n = 5–11 animals each).

(I) Quantitative PCR results showing the binding of HDAC2 to the promoter region of the genes under (F) (n = 5–6 animals each).

Error bars are ± SEM. *p % 0.05, **p % 0.01 by Student’s t test. See also Figure S5 and Table S1.
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Figure 6. HDACis Increase Neuroplasticity after Remote Memory Attenuation

(A) Representative scans of [3H]-2DG uptake in coronal brain sections depicting higher metabolic activity in the hippocampus (outlined by white dotted lines) for

CI-994-treated animals.

(B) Quantification thereof (n = 10 animals each).

(C) Field excitatory postsynaptic potential (fEPSP) slopes in hippocampal area CA1 of VEH- and CI-994-treated animals (n = 6 slices from four mice each); sample

traces below the point chart represent fEPSPs at 1 min before (gray) and 1 hr after (colored) theta-burst stimulation (TBS).

(D) Representative images of MAP2-labeled hippocampal sections. Scale bar, 200 mm.

(E) Quantification thereof (n = 3 animals each).

(legend continued on next page)
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Viral Administration

Mouse HDAC2WT or HDAC2C262/274A cDNAs were subcloned under the HSV IE

4/5 promoter into a short-termHSV p1005 vector that coexpresses GFP driven

by a CMV promoter. 1 ml of high-titer (43 108 particles/ml) HSVs were stereo-

taxically introduced into both hemispheres of hippocampal area CA1 (see

Extended Experimental Procedures).

Immunohistochemistry

Coronal brain slices (40 mm thickness) were incubated with AcH3K9/14 (Milli-

pore), cFos (Santa Cruz), synaptophysin, MAP2 (Sigma-Aldrich), and GFP

(Aves Labs) and were visualized (LSM 510, Zeiss) with fluorescently conju-

gated secondary antibodies (Molecular Probes). Images were quantified using

ImageJ 1.42q (see Extended Experimental Procedures for additional details).

(F) Representative images of Golgi-stained hippocampal pyramidal neurons used for Sholl analysis. Scale bar, 100 mm.

(G) Quantification of the number of dendritic branches per given distance from the soma (n = 8–12 neurons of 3 animals each).

(H) Representative images of Golgi-stained hippocampal pyramidal neurons. Scale bar, 10 mm.

(I) Quantification of (H) in terms of number of spines (n = 3 animals each).

(J) Quantification of (H) in terms of number of mature versus immature spines (n = 3 animals each).

(K) Representative images of hippocampal brain section (stratum radiatum) used for transmission electron microscopy. Arrows point to synapses. Scale

bar, 1 mm.

(L) Quantification thereof (n = 3–4 animals each).

Error bars indicate ± SEM. #p % 0.1, *p % 0.05, **p % 0.01 by Student’s t test. See also Figure S6.
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Figure 7. Working Model

HDACis epigenetically prime the expression of neuroplasticity-related genes (e.g., cFos) to overcome the absence of hippocampal neuroplasticity upon remote

memory recall and thereby the resilience of remote fear memories to successful extinction (for details, see text).
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Chromatin Immunoprecipitation

Whole hippocampi (1 hemisphere) were crosslinked using formaldehyde,

followingwhich chromatin immunoprecipitationwas performed using standard

procedures with HDAC2 (Abcam) and AcH3K9/14 (Millipore) antibodies. The

fluorescent signal of the amplified DNA (SYBR green, Biorad) was normalized

to input with promoter-specific primers (Extended Experimental Procedures).

Detection of Protein S-Nitrosylation

To determine HDAC2 S-nitrosylation, a biotin-switch assay (Cayman Chemical

Company), which visualizes nitrosylated cysteine residues, was performed

essentially as per the manufacturer’s instructions (Extended Experimental

Procedures).

HDAC Activity Assay

HDAC2 activity wasmeasured by a Fluor-de-Lys fluorometric enzymatic assay

(Enzo Life Sciences; see Extended Experimental Procedures). HDAC2 activity

was normalized to total HDAC2 protein levels as determined by western blot-

ting with an HDAC2 (Abcam) antibody.

Gene Expression Analyses

For RNA sequencing, total mRNA was extracted (QIAGEN), quality controlled

(Bioanalyzer, Agilent), prepared for sequencing (Illumina) as per the manufac-

turers’ instructions, and sequenced at high-throughput (Illumina HiSeq 2000

platform). Three biological replicates per condition were used. Sequence

reads were aligned and quality controlled (see Extended Experimental Proce-

dures). A gene was considered differentially expressed with a fold change

of R1.4 and a significance of p % 0.05. For gene ontology analyses (http://

www.geneontology.org), only biological pathways from hierarchical level

7 were compared with each other. Statistical tests were performed using

Student’s t test and the Benjamini-Hochberg false discovery rate to account

for multiple comparisons. qRT-PCR was performed using standard proce-

dures with exon-specific primers (Extended Experimental Procedures).

[3H]-2DG Autoradiography

Immediately after the last extinction session, animals were injected with 2 mCi/

kg of radioactive 2-deoxyglucose ([3H]-2DG, PerkinElmer) and were returned

to their home cage. One hour postinjection, animals were sacrificed using cer-

vical dislocation and their brain dissected in 2-methylbutane (Sigma), stored at

'80$C, and coronally cut at 30 mm thickness using a cryostat (Leica). Slides

were air dried, made conductive by coating the free side with a copper foil

tape, and placed into a gaseous chamber containing a mixture of argon and

triethylamine (Sigma-Aldrich) as part of the Beta Imager 2000Z Digital Beta Im-

aging System (Biospace). Exposure for 20 hr yielded high-quality images. A

[3H]-Microscale (American Radiolabeled Chemicals) was counted simulta-

neously as a reference for total radioactivity quantitative analysis. Quantitative

analysis was performedwith the programBeta-Vision Plus (BioSpace) for each

anatomical region of interest. At least six brain sections of the same rostrocau-

dal position were used to obtain an average [3H]-2DG uptake per mouse.

Electrophysiology

To record field excitatory postsynaptic potentials, transverse hippocampal

slices were prepared using standard procedures (Extended Experimental Pro-

cedures), and CA1 field potentials evoked by Schaffer collateral stimulation

were measured. After recording of a stable baseline (at least 20 min), long-

term potentiation was induced by three episodes of theta-burst stimulation

(TBS) with 10 s intervals. TBS consisted of ten bursts (each with four pulses

at 100 Hz) of stimuli delivered every 200 ms. Quantification was carried out

with the average slopes of fEPSP during the last 10 min of recording.

Golgi Staining

Mice were perfused with 10% paraformaldehyde, and their entire brains were

Golgi-Cox stained using the Rapid Golgistain Kit (FD NeuroTechnologies) as

per the manufacturer’s instructions (see also Extended Experimental Proce-

dures). Mushroom spines were defined as having a clear round stubby

head. An experimenter blind to treatment group counted the number and

defined the types of apical and basal spines on hippocampal CA1 pyramidal

neurons.

Sholl Analysis

z stack images from Golgi-Cox stained and isolated pyramidal neurons were

acquired with 1 mm steps using a Zeiss LSM510 confocal microscope. Sholl

analysis was performed by drawing concentric equidistant (10 mm) circles

around the neuronal soma using Adobe Illustrator CS5 and by counting the

number of intersecting branches per circle. Per condition, 8–12 neurons

from 3 animals were analyzed.

Electron Microscopy

Electron microscopy on hippocampal brain sections was performed as

described previously (Gräff et al., 2013). Fifteen distinct apical regions (stratum

radiatum) of CA1 &50–100 uM from the cell body layer of the hippocampus

were imaged per animal. A synapse was defined as an electron dense post-

synaptic density area juxtaposed to a presynaptic terminal filled with synaptic

vesicles.

Statistics

Statistical analyses were performed using GraphPad Prism 5. Repeated-

measurements ANOVAs followed by Tukey’s posthoc analyses or by one-

tailed Student’s t tests were used. All data are represented as mean ± SEM.

Statistical significance was set at p % 0.05.
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SUMMARY

The physical nature of the bacterial cytoplasm is
poorly understood even though it determines cyto-
plasmic dynamics and hence cellular physiology
and behavior. Through single-particle tracking of
protein filaments, plasmids, storage granules, and
foreign particles of different sizes, we find that the
bacterial cytoplasm displays properties that are
characteristic of glass-forming liquids and changes
from liquid-like to solid-like in a component size-
dependent fashion. As a result, the motion of cyto-
plasmic components becomes disproportionally
constrained with increasing size. Remarkably,
cellular metabolism fluidizes the cytoplasm, allowing
larger components to escape their local environment
and explore larger regions of the cytoplasm. Conse-
quently, cytoplasmic fluidity and dynamics dramati-
cally change as cells shift between metabolically
active and dormant states in response to fluctuating
environments. Our findings provide insight into bac-
terial dormancy and have broad implications to our
understanding of bacterial physiology, as the glassy
behavior of the cytoplasm impacts all intracellular
processes involving large components.

INTRODUCTION

In eukaryotes, active transport (including ATP-dependent diffu-

sive-like motion) involves protein motors and cytoskeletal

filaments. In the absence of cytoskeletal motor proteins, (micro-

meter-sized) bacteria are thought to primarily rely on diffusion for

molecular transport and cytoplasmic mixing. Diffusion is there-

fore considered an integral part of bacterial life; it determines

the mobility of cytoplasmic constituents and hence sets the

limits at which molecular interactions (and thereby biological re-

actions) can occur. Diffusion is also essential for cell proliferation

by promoting a homogeneous distribution of cytoplasmic com-

ponents and the equal partitioning of solutes between daughter

cells. Although diffusion in general has been extensively studied

theoretically and experimentally, the bacterial cytoplasm bears

little resemblance to the simple liquids usually considered. First,

the bacterial cytoplasm is an aqueous environment that is

extremely crowded (Cayley et al., 1991; Zimmerman and Trach,

1991). Second, the cytoplasm is highly polydisperse, with con-

stituent sizes spanning several orders of magnitude, from sub-

nanometer (ions and metabolites) to nanometers (proteins) to

tens and hundreds of nanometers (ribosomes, plasmids, enzy-

matic megacomplexes, granules, and microcompartments) to

micrometers (protein filaments and chromosomes). Third, meta-

bolic activities drive the cytoplasm far from thermodynamic equi-

librium. Furthermore, as a resistance mechanism, the cell can

reversibly shut down metabolism in response to environmental

stresses. How these features affect the physical properties of

the cytoplasm is poorly understood. Such an understanding is

critical because the physical nature of the cytoplasm determines

the dynamics of cytoplasmic components and therefore impacts

all intracellular processes.

Both normal and anomalous diffusive motions have been re-

ported for cytoplasmic components (Bakshi et al., 2011; Coquel

et al., 2013; English et al., 2011; Golding and Cox, 2006; Niu and

Yu, 2008; Weber et al., 2010), and a unifying picture about

the physical nature of the cytoplasm has yet to emerge. We

show here that the bacterial cytoplasm exhibits physical

properties typically associated with glass-forming liquids

approaching the glass transition. Glass-forming liquids, which

are intensively studied in condensedmatter physics, encompass
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many materials, including molecular glasses (vitreous glass) and

dense suspensions of colloidal particles (colloidal glasses)

(Hunter and Weeks, 2012). We found that the glassy behavior

of the bacterial cytoplasm affects the mobility of cytoplasmic

components in a size-dependent fashion, providing an explana-

tion for the previous seemingly conflicting reports. Strikingly,

metabolic activity abates this glassy behavior such that, in

response to environmental cues, cytoplasmic fluidity and dy-

namics are dramatically altered through modulation of cellular

metabolism.

RESULTS

The Motion of Crescentin-GFP Structures and
PhaZ-GFP-Labeled Storage Granules Is Reduced in
Metabolically Inactive Caulobacter crescentus Cells
Our study began with a serendipitous observation while studying

the bacterial intermediate filament protein crescentin. Under

native conditions, crescentin self-associates to form a stable

(i.e., having no detectable subunit exchange) membrane-bound

filamentous structure that generates the namesake curvature of

the bacterium Caulobacter crescentus (Ausmees et al., 2003). A

specific modification of the cell envelope (Cabeen et al., 2010) or

addition of a bulky tag (e.g., GFP) to crescentin (Ausmees et al.,

2003) causes the crescentin structure to detach from the mem-

brane; these nonfunctional structures display random motion in

the cytoplasm (Cabeen et al., 2009). While imaging GFP-labeled

crescentin structures in a filamentous mutant strain growing on

an agarose pad made with nutrient-containing medium (M2G),

we observed, to our surprise, that crescentin-GFP structure

movement suddenly stopped when the cells simultaneously

arrested growth (Movie S1 available online). The reason for the

abrupt growth arrest was unknown, but the ensuing drop in

crescentin-GFP structure mobility raised the intriguing possibil-

ity that metabolic activity may play a role in the motion of freely

diffusing cytoplasmic components.

A possible link between metabolism and cytoplasmic dy-

namics would be important to investigate, as bacteria in the

wild are able to shift between metabolically active and dormant

states in response to changing environments (Lennon and

Jones, 2011). Dormancy is a survival strategy that can be trig-

gered by many external insults, including nutrient limitation and

late stationary phase. To examine whether dormancy can affect

cytoplasmic dynamics, we first tracked crescentin-GFP struc-

tures (replacing wild-type crescentin structures) in otherwise

wild-type cells (using custom two-dimensional trackingmethods

for non-diffraction-limited objects; see Supplemental Informa-

tion and Figures S1A–S1F), and compared their mobility in

actively growing cells to their mobility in cells subjected to pro-

longed carbon starvation. In cells actively growing on M2G

medium, crescentin-GFP structures displayed motion and

were able to sample the cytoplasm in minutes (Figure 1A and

Movie S2) by taking large, seemingly random steps (Figure 1B).

In contrast, carbon-starved cells were unable to grow, and

crescentin-GFP structures rarely left their original locations (Fig-

ures 1A and 1B andMovie S3) for the entire duration of the exper-

iment (up to 9 hr; data not shown). We observed similar spatial

confinement in late-stationary-phase cells (Figure 1B) and under

treatment with 2,4-dinitrophenol (DNP; Figure 1B andMovie S4),

an oxidative phosphorylation uncoupling agent that rapidly de-

pletes cells of ATP and GTP.

To quantitatively analyze crescentin-GFP structure mobility at

the population level, we calculated the mean square displace-

ment (MSD) over large numbers of trajectories (n = 718–1,943).

The MSD averages, over all objects, the square of the distance

between an object’s current position and its original position

(see Supplemental Information). Comparison of one-dimen-

sional (along cell length) MSDs between experimental conditions

confirmed the dramatic loss of mobility in metabolically reduced

cells (carbon-starved, stationary-phase, and DNP-treated popu-

lations; Figure 1C). Thus, the metabolic state of the cell had a

dramatic effect on crescentin-GFP structure mobility.

Crescentin-GFP forms large structures, with an average

apparent length of 900 nm (Figure S1G). To test whether the

motion of other large cytoplasmic components is affected, we

tracked the motion of polyhydroxyalkanoate (PHA) granules

labeled with PhaZ-mCherry. PhaZ is a PHA depolymerase that

binds to PHA storage granules (Maehara et al., 2002; Qi and

Rehm, 2001). Consistent with this binding, PhaZ-mCherry

formed fluorescent foci (1–2 per cell) that moved inside active

(untreated) C. crescentus cells (Figure S2A). Metabolic depletion

by DNP treatment dramatically reduced motion (Figure S2A),

similar to what we observed with crescentin-GFP structures.

Plasmid Motion Is Also Reduced in Escherichia coli

when Cellular Energy Is Depleted
To examine whether this metabolism-dependent motion is

unique to C. crescentus, we switched to E. coli and examined

the motion of engineered low-copy-number mini-RK2 plasmids.

These plasmids have an estimated radius of gyration of 150 nm

based on measurements of plasmids with similar base-pair

lengths (Latulippe and Zydney, 2010). Mini-RK2 lacks a partition-

ing system and hence is not actively partitioned or constrained in

space (Derman et al., 2008). This plasmid also contains a lacO

array for visualization via GFP-LacI labeling. Mini-RK2 plasmids

were imaged every 30 s on agarose pads containing M9-glycerol

(M9G) medium to sustain cellular activity. Under these condi-

tions, mini-RK2 plasmids were able to travel the cell length within

1 min, leaving their previous location from frame to frame (Fig-

ure 1D and Movie S5), as previously observed (Derman et al.,

2008). In contrast, depletion of cellular energy by DNP treatment

drastically limited their spatial exploration (Figure 1D and Movie

S6), which was confirmed at the population level in MSD plots

(Figure 1E; n = 488–497 trajectories). Thus, mini-RK2 plasmids

exhibit metabolism-dependent motion in E. coli, similar to cres-

centin-GFP structures and PHA granules in C. crescentus. As

E. coli and C. crescentus diverged over one billion years ago,

the effect of metabolism on cytoplasmic dynamics is likely to

be an ancient and common feature of the bacterial cytoplasm.

Development of a Genetically Encoded Probe to Study
Cytoplasmic Dynamics
Specific interactions with other cellular components are known

to affect the motion of components endogenous to the cyto-

plasm, altering motion in an unpredictable manner (Nenninger

et al., 2010) and making normal diffusion appear anomalous
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(Dix and Verkman, 2008). Therefore, to characterize the physical

nature of metabolism-dependent motion, we needed a probe

that is completely foreign to the cell (unlike crescentin, PHA

granules, and plasmids) and is thus unlikely to make any spe-

cific interactions with components of the bacterial cytoplasm.

As the direct injection methods used in eukaryotic cells cannot

be used with micron-sized bacteria, we attempted to introduce

nonbiological probes (quantum dots, dextrans, or gold particles)

into the bacterial cytoplasm with biolistic and electroporation

techniques. None of these attempts were successful. As an

alternative, we sought a genetically encoded probe that is

foreign to the bacterial cytoplasm and is capable of self-assem-

bly into particles. Several eukaryotic viruses are known to repli-

cate in cytoplasmic factories that require a matrix made of

self-assembling viral proteins. The avian reovirus protein mNS

is an example of such a self-assembling protein (Broering

et al., 2002), and a C-terminal fragment is sufficient to form

globular cytoplasmic particles, even when fused to GFP (Broer-

ing et al., 2005). These GFP-labeled particles, referred to as

GFP-mNS particles here, are unlikely to make specific interac-

tions with components of the bacterial cytoplasm, given the

evolutionary divergence between bacteria and the avian reovirus

host.

Induction of GFP-mNS synthesis in E. coli usually resulted in a

single fluorescent focus per cell (Figure S3A). The foci exhibited

significant motion in metabolically active cells but became

spatially confined with DNP treatment (Figures 2A–2C andMovie

S7), recapitulating our results with plasmids, PHA granules,

and crescentin-GFP structures. Depletion of cellular energy

through treatment with carbonylcyanide-m-chlorophenylhydra-

zone (CCCP) instead of DNP had the same negative effect on

GFP-mNS mobility (data not shown). Collectively, these results

further support the notion that metabolism-dependent motion

is a general property of the bacterial cytoplasm.

Metabolism-Dependent Motion Is Not Driven by Known
Motor-like Activity or Chromosome Dynamics
The observation that the motion of cytoplasmic components

depends on metabolic activity was surprising, as it appeared

inconsistent with diffusion, which is a passive process. ATP-

dependent motion was recently reported for chromosomal loci

in E. coli (Weber et al., 2012). However, chromosomal loci are

A B

C D E

Figure 1. The Mobility of Crescentin-GFP Structures and GFP-LacI-Labeled Mini-RK2 Plasmids Is Affected by Metabolism

(A) Time-lapse montages of crescentin-GFP structures acquired under conditions of growth (M2G) and carbon source depletion. C. crescentus cells (CJW1265)

were grown and imaged in M2G, a glucose-based medium (top). For carbon starvation, cells were washed into M2 buffer (lacking glucose) and incubated for 3 hr

before imaging (bottom). Scale bar, 1 mm.

(B) Two-dimensional trajectories representing 200 min of crescentin-GFP tracking from single C. crescentus cells (CJW1265) under metabolically active (M2G)

and metabolically depleted (carbon starvation, late stationary phase, + DNP) conditions.

(C)MSD of crescentin-GFP structures inmetabolically active (M2G, n = 1,796 trajectories) and energy-depleted (carbon starvation, n = 861 trajectories; stationary

phase, n = 718 trajectories; and +DNP, n = 1,943 trajectories) conditions. C. crescentus cells (CJW1265) from late stationary-phase cell cultures (OD660 R 1.7)

were imaged on agarose pads made with stationary-phase culture supernatant instead of M2G.

(D) Two-dimensional trajectories of GFP-LacI-labeled mini-RK2 plasmids overlaid on corresponding phase-contrast images of metabolically active and DNP-

treated E. coli cells (JP924). Scale bar, 1 mm.

(E) MSD of mini-RK2 plasmids under metabolically active (untreated, n = 497 trajectories) and energy-depleted (+DNP, n = 488 trajectories) conditions.

See also Figures S1 and S2 and Movies S1–S6.

Cell 156, 183–194, January 16, 2014 ª2014 Elsevier Inc. 185



distinct from free cytoplasmic components, as they remain

confined within a small space (where they ‘‘jiggle’’) by virtue of

their attachment to the rest of the chromosome. As a conse-

quence, the motion of chromosomal loci depends not only on

the cytosolic environment, but also on the DNA structure. Using

DAPI staining, we found that energy depletion by DNP treatment

has a strong effect on the shape and hence the structure of the

chromosome (Figures S4A and S4B) and likely contributes to

the change in chromosomal locus dynamics. Consistent with

this notion, the mobility of chromosomal loci is also ATP depen-

dent in eukaryotic nuclei (Heun et al., 2001; Levi et al., 2005), and

this ATP dependence has been attributed to reduced activity of

DNA-remodeling proteins (Soutoglou and Misteli, 2007).

A

B C

D E

F G

Figure 2. GFP-mNS Probe Dynamics Are

Affected by Cellular Metabolism

(A) Representative time-lapse montages of GFP-

mNS particles (yellow) in E. coli cells (CJW4617)

acquired under untreated and DNP-treated con-

ditions (+DNP). Scale bar, 1 mm. Time is min:sec.

(B) An example of a two-dimensional trajectory of a

GFP-mNS particle in an E. coli cell (CJW4617), with

or without DNP treatment.

(C) MSD of GFP-mNS particles in metabolically

active (untreated, n = 729 trajectories) and DNP-

treated (+DNP, n = 643 trajectories) E. coli cells

(CJW4617).

(D) Two-dimensional trajectory of a GFP-mNS

particle in a filamentous E. coli dnaC2 cell

(CJW4619) at the restrictive temperature (37$C)

with or without DNP treatment.

(E) MSD of GFP-mNS particles in filamentous

E. coli dnaC2 cells (CJW4619) at their restrictive

temperature with (+DNP, n = 118 trajectories) or

without (untreated, n = 192 trajectories) DNP

treatment.

(F) Histogram of GFP-mNS particle displacements

in E. coli cells (CJW4617) with or without DNP

treatment. Line width indicates Poisson counting

error, and the gray shading delineates the

estimated tracking error. Displacements were

measured over 15 s intervals.

(G) Histogram of GFP-mNS particle displacements

in E. coli dnaC2 cells (CJW4619) at the restrictive

temperature (37$C) with or without DNP treatment.

Line width indicates Poisson counting error, and

the gray shading delineates the estimated tracking

error. Displacements were measured over 15 s

intervals.

See also Figures S2–S5 and Movie 7.

Although our cytoplasmic probes do

not associate with the chromosome, it

remained possible that their meta-

bolism-dependent motion results from a

change in chromosome structure and

dynamics (for example, through probe

entrapment; see Supplemental Informa-

tion). We found that the chromosome

affected the spatial distribution of GFP-

mNS particles (see Supplemental Infor-

mation). However, experiments with

dnaC2 mutant cells, which produce large DNA-free regions,

showed that metabolism-dependent motion occurs indepen-

dently of the DNA (see Supplemental Information and Figures

2D, 2E, and S2B). These experiments exclude a predominant

role for the chromosome in the metabolism-dependent motion

of free cytoplasmic components.

In eukaryotes, agitation of the pervasive cytoskeletal mesh-

work by the activity of motor proteins can produce diffusive-

like motion in the cytoplasm in an ATP-dependent manner

(Brangwynne et al., 2009). This process is often referred to

as ‘‘active diffusion.’’ However, bacteria lack motor proteins

like dyneins, myosins, and kinesins, and their cytoskeletal

elements are primarily membrane associated. Furthermore,
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metabolism-dependent motion still occurred when the polymeri-

zation ofMreB (bacterial actin homolog) or FtsZ (tubulin homolog)

was disrupted (see Supplemental Information and Figures S3B,

2E, 2D, and S2B note that FtsZ rings do not form in filamentous

dnaC2 cells). Thus, the mechanism producing the metabolism-

dependent motion in bacteria appears different from the cyto-

skeletal motor-based ‘‘active diffusion’’ observed in eukaryotes.

Through drug inactivation of transcription, translation, or pep-

tidoglycan wall synthesis, we also showed that metabolism-

dependent motion does not originate from the sole (motor-like)

action of RNA polymerases, ribosomes, or penicillin-binding pro-

teins on their DNA, mRNA, or peptidoglycan substrates (see

Supplemental Information and Figures S3C–S3E).

Increase in Frequency of Large Displacements
Contributes to Metabolism-Dependent Motion
To gain insight into the origin of metabolism-dependent motion,

we sought to characterize this motion more precisely. An inter-

esting characteristic of energy-depleted cells is that, although

GFP-mNS particles remained largely confined in space in these

cells, they still appeared to display small displacements over

the imaging interval (15 s); this was true in wild-type and

dnaC2 cells (see Figures 2B and 2D for example trajectories).

Through control experiments and simulations (see Supple-

mental Information and Figure S5), we determined that our

single-particle tracking method can distinguish small (>20 nm)

displacements. Therefore, even after accounting for potential

localization errors, GFP-mNS particles displayed discernible

motion in DNP-treated cells, as shown by the distributions of

displacement lengths (Figure 2F for wild-type cells and Fig-

ure 2G for dnaC2 cells, with gray shading denoting our esti-

mated tracking error; see Supplemental Information). Under

both untreated and DNP-treated conditions, small displace-

ments were more frequent than large ones (Figures 2F and

2G). However, the frequency of long displacements was much

greater in metabolically active cells. This higher frequency

of long displacements is likely responsible for the ability of

GFP-mNS particles to explore more cytoplasmic area in active

cells. In other words, GFP-mNS particles are able to sample

the cytoplasm of active cells with large displacements, though

they remain spatially confined in inactive cells because the

largest displacements disappear.

The Effect of Metabolism on Cytoplasmic Dynamics
Depends on Particle Size
Recent fluorescence recovery after photobleaching (FRAP)mea-

surements from our laboratory have shown only a nominal differ-

ence in the diffusion coefficient of free GFP between untreated

and DNP-treated C. crescentus cells (Montero Llopis et al.,

2012). Because GFP (sizez3 nm) is smaller than mini-RK2 plas-

mids, PHA granules, and crescentin-GFP filaments, this obser-

vation raised the possibility that the influence of metabolism on

motion may depend on particle size. To examine this possibility,

we took advantage of our titratable GFP-mNS system in which

GFP-mNS synthesis can be tuned to different levels by varying

the inducer (IPTG) concentration and the induction time. By

doing so, we obtained GFP-mNS particles with a wide range of

fluorescence intensities and hence sizes (Figure S6A and S6B).

We then plottedMSDs of particles binned by fluorescence inten-

sities (bins 1–9) and found that MSDs of both untreated and

DNP-treated cell are inversely correlated with fluorescence in-

tensity (Figures 3A and 3B show selected bins on a log-log scale

for clarity), as anticipated. When we compared the distribution of

displacement lengths between untreated and DNP-treated con-

ditions across discrete bins of particle fluorescence intensities,

we found that the difference between the two conditions is

accentuated with fluorescence intensity and hence particle

size (Figures 3C and S7).

To estimate the absolute size of particles from their fluores-

cence intensity, we measured the diffusion coefficients of

GFP-mNS particles in solution after cell lysis and compared

these values to those of fluorescent beads of known size (see

Supplemental Information and Figures S6C and S6D). From

these measurements, we obtained a calibration curve (see

Supplemental Information), which we used to estimate the

particle size (in nm). We then characterized the relationship

between particle size and metabolism-dependent motion by

calculating the radius of gyration (Rg; along the long axis of

the cell) of each trajectory. Rg is the root-mean-square dis-

tance from the center of the trajectory (see Supplemental

Information) and measures the average space that a particle

explores. Rg analysis showed that both cellular energy deple-

tion (+DNP) and increasing particle size leads to increasing

spatial confinement (Figure 3D). By calculating the ratio

ðRuntreated
g ' R+DNP

g Þ=R+DNP
g (which compares the difference in

space explored in metabolically active conditions relative to

energy-depleted conditions) as a function of particle size (Fig-

ure 3E), we found that the ratio is significantly greater than

zero and increases with increasing particle size (except

perhaps for the largest size bin, possibly because these

particles may be too big to move even in active cells). This

trend supports a size dependence for metabolism-dependent

motion. Of equal interest, the ratio ðRuntreated
g ' R+DNP

g Þ=R+DNP
g

decreased toward 0 as size decreased (Figure 3E), with an esti-

mated intercept near 30–40 nm assuming a linear relationship.

This finding suggests that cytoplasmic components smaller

than this estimated size are not affected by metabolism-depen-

dent motion.

The Distribution of Displacements Is Non-Gaussian
In normal diffusion, the diffusing particles will exhibit a Gaussian

distribution of displacements. In contrast, the displacement

distributions of GFP-mNS particles under both untreated and

DNP-treated conditions diverged from the expected Gaussian

distribution (Figure 4A shows bin 5 as an example), as signified

by long tails. We quantified deviations from a Gaussian distribu-

tion by calculating the non-Gaussian parameter a2 (see Supple-

mental Information). The a2 value of a Gaussian distribution is

zero and grows as the tail of themeasured distribution increases.

First, we found that, in metabolically active cells, the a2 values of

GFP-mNS displacement distributions grew with increasing GFP-

mNS particle size (Figure 4B), indicating that non-Gaussian

behavior increases with particle size. Second, the non-Gaussian

behavior was dramatically stronger for particles in metabolically

inactive cells, wherein a2 grewmuch faster with particle size than

in active cells (Figure 4B).
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Nonergodicity Increases with Energy Depletion and
Particle Size
Notably, deviations fromGaussian statistics for particle displace-

ments have been reported in various nonliving physical systems,

including glass-forming liquids near the glass transition. Colloidal

suspensions have proven to be instructive model systems to

characterize the dynamics of glass-forming liquids (Hunter and

Weeks, 2012). Dense colloidal suspensions (also known as

colloidal glasses) aremetastable near the glass transition, chang-

ing from liquids to amorphous solidswith small changes in colloid

concentration. At lowconcentration (lowcrowding), colloidal par-

ticles exhibit diffusive behavior. Increasing the concentration of

particles results in a strong increase in viscosity and a decrease

in particle mobility, ultimately driving the system through the

glass transition to a disordered solid-like state (Pusey and van

Megen, 1986). The approach to the glass transition is accompa-

nied by several distinct features. For example, the non-Gaussian

parameter a2 increases as the system approaches the glass

transition (Kegel and van Blaaderen, 2000; Marcus et al., 1999;

Weeks et al., 2000). Additionally, the system becomes non-

ergodic (Cipelletti and Ramos, 2005). In ergodic systems, time

averages are equivalent to ensemble averages. For example, to

measure probe diffusion in cells, one could either track a probe

in a single cell over a very long time and average over all times

or track many probes in different cells over a short time and

average over all probes. The two methods produce the same

A B

C
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Figure 3. Effect of Metabolism on Cytoplasmic Motion Depends on Particle Size

(A) MSD of GFP-mNS particles of varying binned fluorescence intensities in E. coli cells (CJW4617) under normal growth conditions (M2G).

(B) Same as (A) but for GFP-mNS particles in E. coli cells (CJW4617) under DNP treatment.

(C) Histograms of GFP-mNS particle displacements under untreated and DNP-treated conditions for selected bins. Displacements were measured over 15 s

intervals. Line width indicates Poisson counting error, and the gray shading delineates the estimated tracking error.

(D) Mean radius of gyration (Rg) of all trajectories from GFP-mNS particles of a given binned size is plotted as a measure of spatial exploration for untreated and

DNP-treated cells.

(E) The ratio ðRuntreated
g ' R+DNP

g Þ=R+DNP
g is plotted as a function of particle size.

See also Figures S6 and S7.
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result if the system is ergodic. Nonergodicity can arise from cag-

ing or aging phenomena, whereby the probe becomes trapped in

a given region or the system slowly moves from one region of

configuration space to another.

If the cytoplasm were ergodic, we would expect ensemble-

averaged MSDs of many GFP-mNS trajectories to coincide with

the time-averaged MSD of a single trajectory. Obtaining the

time-averaged MSD of a trajectory in a single cell with sufficient

statistics for this comparison requires acquisition of an extremely

long trajectory, which was not possible for GFP-mNS particles

due to technical limitations (photobleaching and phototoxicity).

Instead, we compared ensemble-averaged MSDs with an MSD

ðMSDtÞ that is both time and ensemble averaged (see Supple-

mental Information). If the system were ergodic, MSD and

MSDt would be equivalent. We found relatively close agreement

between the MSD and its corresponding MSDt for GFP-mNS

particles in untreated cells (Figure 4C), except perhaps for the

largest particles. However, in DNP-treated cells, MSD and

MSDt were significantly different for all particle sizes, and this

difference was greatest for the largest GFP-mNS particles (Fig-

ure 4D). We defined a parameter g to measure the difference

between the MSD and MSDt (see Supplemental Information),

with g = 0 indicating equivalency between MSD and MSDt. For

GFP-mNS particles in metabolically active cells, g fluctuated

near zero except for GFP-mNS particles of the largest size bin

(Figure 4E). However, under metabolic depletion, g grew in

response to increasing GFP-mNS particle size (Figure 4E). These

differences cannot be explained by the finite number of trajec-

tories or by their limited duration (see Supplemental Information).

These results suggest that the bacterial cytoplasm becomes

increasingly nonergodic with both energy depletion and in-

creasing particle size.

The Cytoplasm Displays Dynamic Heterogeneity
Although non-Gaussian statistics and ergodicity breaking are

consistent with glassy dynamics, a hallmark of glassy systems

is dynamic heterogeneity, which is characterized by regions of

high particle mobility coexisting with regions of low particle

mobility (Berthier, 2011). Due to crowding, particles in colloidal

suspensions can become trapped by their nearest neighbors, re-

sulting in small random displacements of the particles. Over

longer times, the ‘‘cage’’ formed by their neighbors can sponta-

neously rearrange through collective motion, allowing the parti-

cles to escape with large displacements. Particles in regions

A B
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Figure 4. GFP-mNS Particles Display Non-Gaussian and Nonergodic Behavior in the Cytoplasm

(A) Experimental distributions of GFP-mNS particle displacements for E. coli cells (CJW4617) under untreated and DNP-treated conditions for a selected size bin

(bin 5). Dashed lines are the best fit to a Gaussian distribution. Line width indicates Poisson counting error, and the gray shading delineates the estimated tracking

error. Time interval is 15 s.

(B) Non-Gaussian parameter a2 of particle displacement distributions is plotted as a function of particle size for E. coli cells (CJW4617) with or without DNP

treatment.

(C) Comparison of MSD and MSDt for selected size bins for cells under untreated conditions.

(D) Same as (C) but for cells under DNP treatment.

(E) The parameter g is plotted as a function of particle size for cells with or without DNP treatment.

Cell 156, 183–194, January 16, 2014 ª2014 Elsevier Inc. 189



with different cage rearrangement times will exhibit different

dynamics.

To examine whether heterogeneity in particle dynamics exists

in the GFP-mNS tracking experiments, we plotted Rg measure-

ments of individual GFP-mNS trajectories as a function of particle

size (Figure 5A). Interestingly, the Rg values split GFP-mNS parti-

cles into two distinct subpopulations at an Rg value of 0.3 mm,

irrespective of particle size or metabolic state of the cell. This

can be easily seen in the distributions of Rg (Figure 5B). Because

Rg is a measure of how much space a particle explores on

average, we will refer to the two populations as ‘‘slow’’ (Rg <

0.3 mm) and ‘‘fast’’ (Rg > 0.3 mm) particles. Though fast and

slow particles were found in both active and inactive cell popu-

lations, their fraction differed, with the fraction of slow particles

being low in the active (untreated) cell population and high in

the inactive (+DNP) cell population (Figure 5B). This trend was

observed across the nine bins of particle sizes (Figure 5C).

Thus, the fraction of slow and fast particles appears to be the pri-

mary reason for the difference in dynamics between active and

inactive cells. Note that the presence of fast particles in the

DNP-treated cell population was not due to cell growth by

DNP-resistant cells, as no DNP-treated cells (out of 43 109 cells)

were able to form a colony after overnight incubation.

The slow and fast particle populations from both active and

inactive cells exhibited markedly different behavior, as evident

from their MSDs (Figure 5D) and displacement distributions (Fig-

ure 5E). Fast particles not only exploredmore cytoplasmic space

on average but did so with displacements from distributions

shifted toward longer lengths. Most striking was the observation

that fast particles from both untreated and DNP-treated condi-

tions behave similarly, with virtually overlapping MSDs and

displacement length distributions (Figures 5D and 5E). Although

not to the same degree, the behavior of slow particles was also

close between metabolically active and energy-depleted condi-

tions. This suggests that particles from the fast population and,

to a lesser extent, particles from the slow population experience

a similar local environment regardless of metabolic status.

The difference in particle dynamics (slow and fast) may reflect

dynamic heterogeneity within the cytoplasm. Similar to glass-

forming liquids, the slow particles would be caged by neigh-

boring macromolecules and have a low probability of escape,

whereas the probability of escape through collective rearrange-

ment of neighboring macromolecules would be greatly in-

creased for fast particles. The collective effect of all ongoing

metabolic activities in active cells would facilitate cage turnover,

whichwould explain the observed higher fraction of fast particles

in active cells (Figures 5B and 5C). Alternatively, the two popula-

tions in particle dynamics may stem from heterogeneity among

cells: some cells would have slow particles, whereas others

would have fast particles. In this latter case, two particles in

the same cell would always behave similarly (slow or fast),

whereas in the first scenario (heterogeneity within the cyto-

plasm), slow and fast dynamics could coexist in a single cell.

To test this, we sought to identify instances of cells containing
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Figure 5. Two Subpopulations of GFP-mNS Particles Exist in Both Active and Inactive Cells

(A) Radius of gyration (Rg) of individual trajectories is plotted as a function of GFP-mNS particle size for E. coli cells (CJW4617) under untreated and DNP-treated

conditions. The horizontal dashed line delimits slow (Rg < 0.3 mm) and fast (Rg > 0.3 mm) particles.

(B) Histogram ofRg for cells under untreated and DNP-treated conditions. The vertical dashed line delimits slow (Rg < 0.3 mm) and fast (Rg > 0.3 mm) particles. The

gray shading delineates the estimated tracking error.

(C) Fraction of slow particles (Rg < 0.3 mm) for trajectories in each size bin for cells with or without DNP treatment.

(D) MSD of slow (Rg < 0.3 mm) and fast (Rg > 0.3 mm) GFP-mNS particles.

(E) Distribution of displacements for slow (Rg < 0.3 mm) and fast (Rg > 0.3 mm) GFP-mNS particles under untreated and DNP-treated conditions. The line width

indicates Poisson counting error, and the gray shading delineates the estimated tracking error.
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two particles of similar size (within 10%). Cells with two GFP-

mNS foci were rare and tended to be observed only under greater

induction conditions of GFP-mNS synthesis, which led to larger

and thus slower particles. Despite the bias toward slower parti-

cles, we still found that fast (Rg > 0.3 mm) particles could coexist

with slow (Rg < 0.3 mm) particles (Figures 6A and 6B), arguing that

the difference in dynamics primarily comes from dynamic het-

erogeneity within the cytoplasm of individual cells.

Local Caging Is Mitigated by Cellular Metabolism
In dense colloidal suspensions, local caging is evident in correla-

tion analysis of consecutive displacements (Doliwa and Heuer,

1998; Weeks and Weitz, 2002). For small displacements, the

local caging results in a negative linear correlation between con-

secutive displacements. The linear relationship does not hold for

longer displacements, which indicates the escape of the particle

from its cage, presumably through collective rearrangement of its

neighbors. To examine whether the dynamics of GFP-mNS parti-

cles are linked to caging, we calculated the average displace-

ment length following an initial displacement of a given length

(signed positive if the second displacement was in the same

direction as the initial displacement and negative otherwise).

An object trapped in a containerwith perfectly reflectingwalls ex-

hibits an apparent negative correlation between two subsequent

steps with a correlation coefficient c = '0.5 (Doliwa and Heuer,

1998). If the object has a nonzero probability of escaping the

cage, the correlation coefficient is expected to be between

0 and '0.5. For small initial displacements (<200 nm), we

observed a strong negative correlation (c = '0.34 for both un-

treated and DNP-treated cells; Figure 6C), in agreement with

local caging. Around 250 nm, this linear relationship breaks,

consistent with cage escape. The break in linearity provides an

estimation of the cage size (Weeks and Weitz, 2002). The higher

number of displacements above 250 nm in untreated cells rather

than inDNP-treated cells (reflected by the greater number of data

points greater than 250 nm in Figure 6C) suggests more frequent

cage escape and thus higher cage turnover under metabolically

active conditions, consistent with the greater proportion of fast

particles in the active cell population (Figures 5B and 5C). This

result suggests that cellular metabolism facilitates long-distance

motion by increasing cage rearrangement (see Discussion).

DISCUSSION

Our findings fundamentally alter the way that we view the

bacterial cytoplasm. We show that, above a certain size scale

(&30 nm), the bacterial cytoplasm behaves differently from a

simple (viscous) fluid. Instead, it displays striking features

(such as non-Gaussian distributions of displacements with

long tails, nonergodicity, caging, and dynamic heterogeneity;

Figures 4B, 4E, 5A, and 6) that are characteristic of colloidal

glasses (Cipelletti and Ramos, 2005; Hunter and Weeks, 2012).

The cytoplasm behaves as a liquid for small particles while it

increasingly behaves as a glass-forming liquid approaching

the glass transition with increasing particle size. This size

dependence provides an explanation for previous seemingly

conflicting reports of normal and anomalous diffusion (see Sup-

plemental Information and Figures S6E–S6G). In dense colloidal

suspensions containing particles of two sizes, the smaller parti-

cle can be mobile, perceiving the environment as a liquid, while

the larger one can display glassy dynamics (Zaccarelli et al.,

2005). This is in line with the size-dependent dynamics that we

observed for GFP-mNS particles. As their size increases, GFP-

mNS particles would become increasingly constrained by other

surrounding components of the cytoplasm.

Remarkably, the glassy dynamics are partially suppressed by

metabolic activity in a size-dependent manner. In other words,

our data suggest that cellular metabolism enhances the motion

of cytoplasmic components by ‘‘fluidizing’’ the cytoplasm, and

this effect increases with component size.

What Is the Origin of the Glassy Behavior?
Aspects of glassiness have been reported in eukaryotic cells

but have been attributed to the mechanical response of their

A B C

Figure 6. Double-Particle Tracking and Correlation of Displacements Are Consistent with Dynamic Heterogeneity in the Cytoplasm

(A) Example of two-dimensional trajectories of two GFP-mNS particles in a single E. coli cell (CJW4617). The trajectory of the left particle has a radius of gyration

Rg = 0.12 mm, and the particle has an estimated size d = 144 nm; for the right particle, Rg = 0.43 mm and d = 158 nm.

(B) Radius of gyration (Rg) of individual trajectories for pairs of GFP-mNS particles in individual E. coli cells (CJW4617) under metabolically active conditions.

Only the results for particle pairs with a difference of particle size of less than 10% are shown. The horizontal dashed line delimits slow (Rg < 0.3 mm) and fast

(Rg > 0.3 mm) particles.

(C) Plot showing the average displacement length (displacement2) following an initial displacement (displacement1) of a given length for GFP-mNS particles in

E. coli cells (CJW4617) under untreated and DNP-treated conditions. The second displacement was signed positive if it was in the same direction as the initial

displacement and negative otherwise. Each point represents the average of 700 displacements. Solid lines represent the best fit (displacement2 = '0.34

displacement1) to the data where displacement1 < 0.2 mm. The time interval is 15 s.

Cell 156, 183–194, January 16, 2014 ª2014 Elsevier Inc. 191



extensive cytoskeletal network (Fabry et al., 2001). Bacteria lack

such a pervasive cytoskeletal meshwork and its associated

motors. However, the bacterial cytoplasm is more similar to

colloidal glasses by being more crowded than the eukaryotic

cytoplasm based on the diffusion coefficient of free GFP being

about three times smaller in E. coli than in eukaryotic cells (Elo-

witz et al., 1999; Swaminathan et al., 1997). Because crowding

in dense colloidal suspensions is responsible for their glassy dy-

namics, it is likely that the glassy behavior of the bacterial cyto-

plasm originates from its extreme crowding (Cayley et al., 1991;

Zimmerman and Trach, 1991). While measuring crowding inside

bacterial cells is technically difficult and is subject to uncer-

tainties, estimates suggest that macromolecules occupy 20%–

40% of the bacterial cytoplasm (Cayley et al., 1991; Zimmerman

and Trach, 1991). An additional&20% of the cytoplasm consists

of ‘‘bound’’ water, presumably as a hydration layer to macromol-

ecules (Cayley et al., 1991), suggesting that the total excluded

volume may range between 40%–60%. Colloidal suspensions

can exhibit glassy dynamics over a wide range of volume frac-

tions depending on the properties of the system. For example,

monodisperse suspensions of noninteractive colloidal particles

vitrify at volume fractions near 58% (Hunter and Weeks, 2012).

Importantly, elements of glassy dynamics are observable at

lower (e.g., 45%) volume fractions (Kegel and van Blaaderen,

2000;Weeks et al., 2000). If the colloidal particles are interacting,

glassy dynamics can occur at even lower volume fractions (Daw-

son, 2002). Furthermore, glass transition occurs at a lower den-

sity in a confined geometry (Fehr and Löwen, 1995).

How Can Cellular Metabolism Fluidize the Cytoplasm to
Enhance Motion?
The nucleoid affects the distribution of large components

(Coquel et al., 2013), and the dynamics of individual chromo-

somal loci change with ATP depletion (Weber et al., 2012).

However, we found that metabolic depletion results in the

confinement of both GFP-mNS particles and mini-RK2 plasmids,

even when they are located in the large DNA-depleted regions of

filamentous dnaC2 cells (Figures 2D, 2E, and S2B). Thus, DNA

dynamics, DNA-related processes (e.g., transcription), or agita-

tion of the DNA mesh from DNA-associated activities cannot be

the driving factor underlying metabolism-dependent motion and

the proposed increase in cage turnover in active cells. We also

ruled out a predominant role for MreB (Figure S3B) or FtsZ (Fig-

ures 2D, 2E, and S2B; note that filamentous dnaC2 cells do not

make FtsZ rings). Inhibiting translation or peptidoglycan synthe-

sis had little, if any, measurable effect onmetabolism-dependent

motion (Figures S3C and S3E). This suggests that any of these

processes cannot alone account for the observed metabolism-

dependent motion. However, there are a multitude of cellular

processes occurring simultaneously inside of metabolically

active cells. We envision that these processes collectively pro-

mote cage turnover, as opposed to a single process being solely

responsible.

How could cellular activities collectively increase cage turn-

over? Spitzer and Poolman argued that, from a physical

chemistry perspective, hydrophobic and screened electrostatic

interactions, together with macromolecular crowding, must

result in the formation of overcrowded regions of macromole-

cules separated by a more fluid phase of less-crowded cytosol

(nanopools) (Spitzer, 2011; Spitzer and Poolman, 2009). Their

theory also stipulates that metabolic reactions, by altering the

hydrophobicity and charge of molecules, would continuously

remodel the topology of nanopools and overcrowded regions

within the cytoplasm. Following this view, it is conceivable that

large particles would become caged in the overcrowded regions

or nanopools and that the metabolism-dependent rearrange-

ment of these domains would promote their long-range motion.

A second, nonexclusive way by which metabolism could pro-

mote cage turnover does not require microphase separation

and is based on the notion that cellular activities cause agitations

to the system. A remarkable property of liquids near a glass

transition is that small changes in the system can dramatically

modify its fluidity. In a colloidal glass, particles are caged by sur-

rounding neighbors. However, agitation can fluidize the system

by increasing the rate of cage rearrangements (Petekidis et al.,

2002). We provide evidence that cellular metabolism promotes

cytoplasmic fluidization (Figures 1, 2, 3, 4, and 5) and uncaging

(Figure 6C). Metabolic activity can cause a variety of pertur-

bations (conformational changes, fluid displacements, non-

equilibrium fluctuations, etc.) that may collectively influence

cage rearrangement, allowing cage escape and long-distance

motion. When all metabolic activities are abolished, rearrange-

ment of the local domain (cage) would become rare (as in

nonliving glassy materials), leading to particle confinement.

What Are the Biological Implications?
Current models of bacterial processes generally consider the

cytoplasm as a simple fluid. However, even in active cells, the

cytoplasm retains glassy features in a component-size-depen-

dent manner (Figures 4B, 5A–5C, and 6C). Based on our rough

critical size estimation, we expect that cytoplasmic constituents

R30 nm will be subject to metabolism-dependent motion. This

implies that proteins, which typically have a size <10 nm, will

not be affected, consistent with the minimal effect of DNP on

the apparent diffusion of free GFP in C. crescentus (Montero

Llopis et al., 2012). However, larger cellular components such

as plasmids (Figures 1D and 1E), protein filaments (Figures 1A–

1C), storage granules (Figure S2A), and the multitude of other

large components populating the cytoplasm (e.g., polyribo-

somes, chromosomes, enzymatic megacomplexes, intracellular

organelles, phage capsids and genomes, microcompartments,

etc.) will be impacted by the glassy behavior of the cytoplasm

and the metabolic state of the cell. Many of these large compo-

nents are involved in processes that are essential for life and

fitness in natural environments, and their functions depend on

their ability to move in the cytoplasm. For example, although

the origin region of the chromosome segregates via an active

mechanism, the bulk of the chromosome has been proposed

to partition passively through an entropy-driven mechanism

(Jun andWright, 2010) that implies diffusion. Similarly, multicopy

plasmids and some storage granules requiremotion for their par-

titioning (which is essential for their propagation). Low-copy

plasmids typically have a dedicated partitioning system, but

even then, some plasmid partitioning systems have been pro-

posed to rely on an active diffusion-ratchet mechanism (Hwang

et al., 2013; Vecchiarelli et al., 2013) in which plasmid diffusion is
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an essential element. We even expect phages to be impacted by

the physical nature of the cytoplasm, as the assembly of their

genomes and capsids depends on their ability to interact.

Our data suggest that cellular metabolism fluidizes the cyto-

plasm, allowing larger cellular components to escape local envi-

ronments and sample cytoplasmic space that they otherwise

could not. This metabolism-induced fluidization may help the

cell to achieve the delicate balance of attaining extremely high

concentrations of biomolecules (to increase metabolism and

cell proliferation) without severely compromising macromolec-

ular motion. Ultimately, during the course of evolution, the glassy

properties of the cytoplasm may have set upper limits to the size

of molecular components and the degree of molecular crowding

a cell can have. Higher crowding could result in particles of

smaller sizes (such as proteins) ‘‘perceiving’’ the cytoplasm as

more glass like, severely impacting biochemical reactions.

Consistent with this idea, the mobility of free GFP becomes dis-

proportionally reduced compared to a smaller molecule (e.g.,

glucose derivative) when high osmotic stress increases cyto-

plasmic crowding (Mika et al., 2010).

Another interesting outcome of the metabolic effect on cyto-

plasmic fluidity is that fluctuations in the environment can modu-

late cytoplasmic dynamics by affecting metabolism. Metabolic

dormancy is widespread in the wild; for example, the fraction

of quiescent cells ranges from 20% in the human gut to >80%

in soil samples (Lennon and Jones, 2011). Dormancy has gener-

ated considerable interest in the scientific community, notably

because of its links to both pathogenesis and antibiotic resis-

tance (Coates, 2003). Dormancy is a survival strategy that bacte-

ria in both environmental and clinical settings use to respond to

stress such as starvation, antibiotic exposure, and high cell den-

sity (Lennon and Jones, 2011). We show that the motion of large

components drops under metabolic depletion, and this occurs

under natural conditions such as prolonged carbon starvation

and late stationary phase (Figures 1B and 1C). This implies that

the fluidity of the cytoplasm in dormant cells is very different

compared to active cells, a difference that has not, to our knowl-

edge, been considered. It would be interesting to examine in the

future whether the vitrification of the dormant cytoplasm helps to

preserve subcellular architecture during quiescent periods while

still allowing diffusion of proteins and metabolites to permit a

quick restart of growth when conditions improve.

EXPERIMENTAL PROCEDURES

Procedures used for imaging, strains construction, single-particle tracking,

trajectory analysis, tracking precision estimation, image analysis, parameter

determination (Rg, MSD, MSDt, a2, g), and particle size estimation are

described in the Extended Experimental Procedures.

Strains, Plasmids, and Growth Conditions

A list of strains is provided in Table S1. Exponentially growing cell cultures

were used in all experiments (OD600 % 0.3 for E. coli and OD660 % 0.25 for

C. crescentus), except where noted.

C. crescentus strains were grown at 30$C in defined minimal M2G medium

(Ely, 1991) and were supplemented with antibiotics when appropriate.

E. coli strain JP924 was grown at 30$C in M9 glycerol medium supple-

mented with casamino acids (M9G), 50 mg/ml of ampicillin, and 2 mg/ml of

chloramphenicol. GFP-LacI expression was accomplished by spotting cells

on agarose pads containing a concentration gradient of L-arabinose prior to

imaging. CJW4386 (carrying dnaC2) was grown at 30$C in M9G, 50 mg/ml

ampicillin, and 2 mg/ml chloramphenicol. Ninety minutes prior to imaging,

the culture was shifted to 37$C, and L-arabinose was added (to a final concen-

tration of 0.02%) 45 min prior to imaging.

E. coli strains CJW4617 and CJW4619 were grown at 30$C in M9G supple-

mented with 50 mg/ml kanamycin. GFP-mNS synthesis was induced by addi-

tion of isopropyl b-D-1-thiogalactopyranoside (IPTG) to 50–200 mM. After

30–120 min at 30$C, induction was stopped by washing cells into IPTG-free

M9G medium. CJW4619 (carrying dnaC2) cells were incubated at 37$C for

2–3 hr to obtain filamentous cells.

Light Microscopy

Cells were imaged on agarose-padded slides supplemented with indicated

media; see Extended Experimental Procedures for further details. Cell outlines

were obtained from phase contrast images using open-source software

MicrobeTracker (Sliusarenko et al., 2011). Fluorescent spots were detected

and tracked using SpotFinder (Sliusarenko et al., 2011) and custom-built

scripts in Matlab (TheMathWorks), as described in the Extended Experimental

Procedures.

SUPPLEMENTAL INFORMATION

Supplemental Information includes Extended Results, Extended Experimental

Procedures, one table, and seven movies and can be found with this article

online at http://dx.doi.org/10.1016/j.cell.2013.11.028.
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SUMMARY

Monkeys serve as important model species for
studying human diseases and developing therapeu-
tic strategies, yet the application of monkeys in
biomedical researches has been significantly hin-
dered by the difficulties in producing animals genet-
ically modified at the desired target sites. Here, we
first applied the CRISPR/Cas9 system, a versatile
tool for editing the genes of different organisms, to
target monkey genomes. By coinjection of Cas9
mRNA and sgRNAs into one-cell-stage embryos,
we successfully achieve precise gene targeting in
cynomolgus monkeys. We also show that this sys-
tem enables simultaneous disruption of two target
genes (Ppar-g and Rag1) in one step, and no off-
target mutagenesis was detected by comprehensive
analysis. Thus, coinjection of one-cell-stage em-
bryos with Cas9 mRNA and sgRNAs is an efficient
and reliable approach for gene-modified cynomol-
gus monkey generation.

INTRODUCTION

Monkeys have served as one of the most valuable models for

modeling human diseases and developing therapeutic strategies

due to their close similarities to humans in terms of genetic and

physiological features (Chan, 2013). The genetic modification is

invaluable for generation of monkey models. Although several

transgenic monkeys have been successfully generated using

retroviral or lentiviral vectors (Chan et al., 2001; Niu et al., 2010;

Sasaki et al., 2009; Yang et al., 2008), precise genomic targeting

in monkeys is the most desired for generating human disease

models and has not been achieved so far (Chan, 2013; Shen,

2013). The recently described clustered regularly interspaced

short palindromic repeats (CRISPR)/CRISPR-associated (Cas) 9

system confers targeted gene editing by small RNAs that guide

the Cas9 nuclease to the target site through base pairing (Jinek

et al., 2012). The CRISPR/Cas9 system has been demonstrated

as an easy-handle, highly specific, efficient, and multiplexable

approach for engineering eukaryotic genomes (Mali et al.,

2013a). By now, this system has been successfully used to target

genomic loci in the mammalian cell lines (Cho et al., 2013; Cong

et al., 2013; Mali et al., 2013b;Wang et al., 2013) and several spe-

cies, including mice and rat (Li et al., 2013a; Li et al., 2013b; Ma

et al., 2014; Shen et al., 2013; Wang et al., 2013). But whether

it’s feasible in primates is still unclear.

By taking the advantages of CRISPR/Cas9, we achieved effi-

cient gene targeting in mice and rats by coinjection of one-cell-

stage embryos with Cas9 mRNA and sgRNAs (Li et al., 2013b;

Shen et al., 2013; Ma et al., 2014). Encouraged by our successes

in CRISPR/Cas9-mediated gene targeting, as well as gene

manipulation in early-cleavage-stage embryos of monkeys (Niu

et al., 2010), here, we have extended the application of the

CRISPR/Cas9 system to multiplex genetic engineering in one-

cell-stage embryos of monkeys and successfully obtained

founder animals harboring two gene modifications.

RESULTS AND DISCUSSION

Cas9/RNA Effectively Mediates Gene Disruptions in
Monkey Cell Line
We selected cynomolgus monkey (Macaca fascicularis) as the

model animal because of its body size, availability, similar
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menstrual cycle to human, and efficient reproduction ability (Sun

et al., 2008). Three genes, namely Nr0b1 (Nuclear Receptor

Subfamily 0 Group B Member 1), Ppar-g (Peroxisome Prolifera-

tor-Activated Receptor Gamma), andRag1 (Recombination Acti-

vating Gene 1), were selected as the target genes. Two sgRNAs

separated by 117 bp forNr0b1, 2 sgRNAs separated by 49 bp for

Ppar-g, and 1 sgRNA targeting Rag1 (Figure 1A), were designed

as described (Mali et al., 2013b). The efficiency of all sgRNAs

was first tested by cotransfection with Cas9 into the COS-7

cell line derived from African green monkey kidney. Genomic

DNAwas isolated from cells harvested 72 hr after transient trans-

fection and screened for the presence of site-specific gene

modification by PCR amplification of regions surrounding the

target sites as well as T7EN1 cleavage assay (Figure 1B). The

cleavage bands were visible in all target genes. Further charac-

terization of the cleavage by sequencing showed, different indels

were detected at all five target sites with various mutation sizes

('336 &+1 bp) at the efficiency of 22.2% for Nr0b1-sgRNA1,

20% for Nr0b1-sgRNA2, 10% for Ppar-g-sgRNA1, 25% for

Ppar-g-sgRNA2, and 23.8% for Rag1-sgRNA (Figure 1C). These

data demonstrated that the selected sgRNAs worked effectively

with Cas9 on monkey genomes.

Cas9/RNA Induces Efficient Genomic Targeting in
Monkey Embryos
Althoughmicroinjection of ZFN or TALENmRNA into embryo has

been successfully used for creation of gene target animals, but

they have not been feasible in monkeys so far (Chan, 2013). To

test whether the CRISPR/Cas9 system works in monkey em-

bryos, the Cas9 (Addgene No. 44758) and sgRNAs were tran-

scribed by T7 RNA polymerase in vitro as described (Shen

et al., 2013). Twenty nanogram/ml Cas9 mRNA and 25 nano-

gram/ml of mixtures containing equal amount of each 5 sgRNAs

were pooled and microinjected into 22 one-cell fertilized eggs of

cynomolgus monkeys. The eggs were further cultured at 37$C in

5% CO2. A total of 15 embryos with normal development to

morula or blastocyst stages were collected and examined for

the presence of site-specific genome modification analysis by

PCR, T7EN1 cleavage assay, and sequencing as described

above. The results showed (Figures 2 and S1 available online),

different sgRNAs function by different efficiency. Targetedmodi-

fication with a range of sizes ('30 &+6 bp) in monkey embryos

occurred at all three target genes with efficiency of 4/15 for

Nr0b1, 7/15 for Ppar-g, and 9/15 for Rag1. Intriguingly, 6 of 15

embryos (embryos 2, 5, 8, 10, 11, and 13) harbored simulta-

neously mutations in both Ppar-g and Rag1; whereas 2 of 15

embryos (embryos 3 and 4) harbored simultaneously mutations

in both Nr0b1 and Rag1, demonstrating that the CRISPR/Cas9

system functions well in monkey embryos.

Cas9/RNA Enables One-Step Multiple Gene
Modifications in Monkeys
With these successes, we set out to generate genetic modified

cynomolgus monkeys. A total of 198MII oocytes were collected.

After fertilization by intracytoplasmic sperm injection (ICSI), Cas9

mRNA and sgRNA mixtures of five sgRNAs were injected as

described above. A total 83 out of 186 injected zygotes were

transferred into 29 surrogate females. Of the recipient mothers,

ten pregnancies were established (34.5%; 10 out of 29), one of

which was miscarried 36 days after embryo transfer. Among

the pregnancies, three were twins, three were triplets, and the re-

maining four were single pregnancies (Table 1). So far, a set of

twin female babies (A and B) were successfully delivered at full

term (155 days) by caesarean section (Figure 3A). The other eight

surrogate females are still in the gestation period. The noninva-

sively available tissues of the two infant monkeys, including

placenta, umbilical cord, and ear punch tissues, were collected.

Cas9/RNA-mediated genome modifications were first screened

using genomic DNA from umbilical cord as described above. An

additional band with smaller molecular size was observed by

PCR amplification of the target region of Rag1 in infant B (Fig-

ure 3B), suggesting that the genomic modification occurred in

this founder animal. Next, all the PCR products were subjected

to the T7EN1 cleavage assay (Figure 3C). Cleavage products

were detected in both infants in Rag1 and around the second

sgRNA target site of Ppar-g, indicating the presence of multiple

genomic modifications in the founder monkeys. As expected,

different kinds of indels (one for Ppar-g, four for Rag1) were de-

tected by sequencing of the PCR products (Figure 3D), further

confirming the occurrence of multiple genomic modifications in

the founder monkeys. Of note, no cleavage band was detected

at Nr0b1 (Figure S2), which may be due to the lowest mutation

efficiency of this gene in the embryonic test described above.

The presence of gene modification was further analyzed using

genomic DNA from ear punch tissues and placenta. The same

PCR bands, cleavage bands, and modifications were detected

in Rag1 and Ppar-g genes in both monkeys (Figure 4), further

demonstrating the targeting success and confirming that

CRISPR/Cas9 induces global genome modification in monkey

embryos. Very impressively, no wild-type Rag1 sequence was

detected in the ear punch of founder B (Figure 4C), demon-

strating that the target modification has been ubiquitously and

efficiently integrated into different tissues, most likely including

the germline.

We also further substantiated the allelic targeting effects by

tagging single-nucleotide polymorphisms (SNPs) of parent mon-

keys. A 3.8 kb fragment harboring Rag1-sgRNA target site was

PCR amplified from ear genomic DNA of the parents and

sequenced. Two different combinations of 4 SNPs tagging the

parents derivation were detected downstream of the target site

of Rag1-sgRNA (Figure S3A, Tables S1 and S5). The tagging

SNP combinations of the parents and the founder twins were

further determined by TA cloning and sequencing (Figures S3B

and S3C). The results showed that two tagging SNP combina-

tions segregate in accordance with Mendel’s laws. The Rag1-

sgRNA target site in the ear of founder B showed high target

efficiency was further sequenced. The results (Figure S3D)

showed that both alleles identified by tagging SNPs harbored

target modifications, indicating two alleles from both parents

could bemodified byCas9/RNA-mediated targeting inmonkeys.

Surprisingly, only one genotype with a single-nucleotide inser-

tion for Ppar-g at different tissues of both founder animals was

detected (Figures 3D and 4C). To exclude the possibility that this

single-nucleotide insertion was a SNP rather than a real mutation,

the target sites of theparents andsurrogatemotherwereamplified

to perform T7EN1 cleavage assay and sequencing (Figure S4).
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The results excluded the presence of the same single nucleotide,

confirming that the insertion was indeed caused byCRISPR/Cas9

modification to the Ppar-g gene. Taken together, we have suc-

cessfully achieved Cas9/RNA-mediated site-specific modifica-

tions in monkey genome by one-cell embryo microinjection.

Mosaicism
It is worth notifying that the sequence data of both cultured em-

bryos and founder animals showed multiple genotypes (Figures

2B, 3D, and 4C), suggesting the CRISPR/Cas9-mediated cleav-

age had occurred multiple times at different stages of monkey

embryogenesis and resulted in mosaicism of the modification,

as have been observed in other species (Sung et al., 2013; Tes-

son et al., 2011). Currently, the founder babies are housed in

dedicated facilities and developing normally. Due to the limited

access of tissues from the founder infants, more thorough char-

acterization of the genomic modifications as well as phenotype

remains to be performed. This has to be awaited until the founder

monkeys have developed into adulthood. In addition, more full-

term founders will be born and provide more samples for further

assessment of CRISPR/Cas9-mediated genome modification in

monkeys.

Off-Target Analysis
The off-target effect is of a major concern for the CRISPR/Cas9

system (Fu et al., 2013; Hsu et al., 2013; Pattanayak et al., 2013).

We observed CRISPR/Cas9 induced heritable off-target muta-

tion in mice (B.S., W. Zhang, J. Zhang, J. Zhou, J.W., L. Chen,

L. Wang, A. Hodgkins, V. Iyer, X.H., and W.C. Skarnes, unpub-

lished data). To test whether off target occurred in these genetic

modified monkeys, we screened the monkey genome and pre-

dicted a total of 84 potential off-target sites (OTS), including 9

for site 1 of Nr0b1, 20 for site 2 of Nr0b1, 14 for site 1 of Ppar-

g, 20 for site 2 of Ppar-g, and 21 for Rag1, respectively (Table

S2). The off-target effects were comprehensively assessed as

on-target effect analysis using genomic DNA from umbilical

cord. The fragments around all the potential off-target loci

were PCR amplified, then subjected to T7EN1 cleavage assay.

Seventeen PCRproducts yielded cleavage bandswere precisely

examined by TA sequencing. Surprisingly, all the cleavage were

caused by SNP or repeat sequences, and no authentic mutation

was detected (Table S3). These results demonstrated that Cas9/

RNA does not induce detectable off-target mutation in our study.

Considering that the off-target effect is site-dependent, and

more specific strategies using mutated Cas9 have already

been established (Ran et al., 2013), the off-target mutagenesis

can be minimized by optimizing the procedure, suggesting

CRISPR/Cas9 could be a reliable genome target tool for

monkeys.

In summary, our current studies demonstrate that site-specific

gene modification can be effectively achieved in monkeys by

coinjection of Cas9 mRNA and sgRNAs into the one-cell

fertilized eggs. We also demonstrate that the multiple genetic

mutations can be established at once without detectable off-

target effects, providing the success of creating genome engi-

neered primates and confirming the CRISPR/Cas9 system is

applicable for monkey genome targeting.

EXPERIMENTAL PROCEDURES

Animals

Healthy female cynomolgus monkeys (Macaca fascicularis), ranging in age

from 5 to 8 years and having body weights of 3.62 to 5.90 kg, were selected

for use in this study. All animals were housed at the Kunming Biomed Interna-

tional (KBI). The KBI is an Association for Assessment and Accreditation of

Laboratory Animal Care accredited facility. All animal protocols are approved

in advance by the Institutional Animal Care and Use Committee of Kunming

Biomed International.

Embryo Collection

Embryo collection and transfer were performed as previously described (Niu

et al., 2010). In brief, 11 healthy female cynomolgus monkeys aged 5–8 years

with regular menstrual cycles were selected as oocyte donors for superovula-

tion, which were performed by intramuscular injection with rhFSH (recombi-

nant human follitropin alfa, GONAL-F, Merck Serono) for 8 days, then rhCG

(recombinant human chorionic gonadotropin alfa, OVIDREL, Merck Serono)

on day 9. Oocytes were collected by laparoscopic follicular aspiration 32–

35 hr after rhCG administration. MII (first polar body present) oocytes were

used to perform intracytoplasmic sperm injection (ICSI) and the fertilization

was confirmed by the presence of two pronuclei.

Cas9/sgRNA Injection of One-Cell Embryos

The zygotes were injected with a mixture of Cas9 mRNA (20 ng/ml) and five

sgRNAs (5 ng/ml each). Microinjections were performed in the cytoplasm of

zygotes using a Nikon microinjection system under standard conditions. The

zygotes then were cultured in the chemically defined, protein-free hamster

embryo culture medium-10 (HECM-10) containing 10% fetal calf serum

(Hyclone Laboratories, SH30088.02) at 37$C in 5%CO2. The cleaved embryos

with high quality at two-cell to blastocyst stage were transferred into the

oviduct of the matched recipient monkeys. Twenty-nine monkeys were used

as surrogate recipient, and typically, three embryos were transferred into

each female. The earliest pregnancy diagnosis was performed by ultrasonog-

raphy about 20–30 days after the embryo transfer. Both clinical pregnancy and

number of fetuses were confirmed by fetal cardiac activity and presence of a

yolk sac as detected by ultrasonography (Chen et al., 2012).

DNA Constructs

Codon optimized Cas9 expression construct, Cas9-N-NLS-flag-linker (Addg-

ene No. 44758), was synthesized and inserted into pST1374 vector as

described before (Shen et al., 2013). The pUC57-sgRNA expression vector

used for in vitro transcription of sgRNAs was described as before (Zhou

et al., 2014). pGL3-U6-sgRNA-PGK-Puro vector, containing the U6-PGK-

Puro fragment amplified from pLKO.1 (Addgene No. 8453), sgRNA scaffold

amplified from pUC57-sgRNA, and pGL3-Basic plasmid backbone (Promega,

Figure 1. sgRNA:Cas9-Mediated Modifications of Nr0b1, Ppar-g, and Rag1 in COS-7 Cells

(A) Schematic diagram of sgRNAs targeting at Nr0b1, Ppar-g, and Rag1 loci. PAM sequences are underlined and highlighted in green. sgRNA targeting sites are

highlighted in red.

(B) Detection of sgRNA1:Cas9-mediated cleavage ofNr0b1, Ppar-g, and Rag1 by PCR and T7EN1 cleavage assay. M, DNAmarker; sg1, sgRNA1; sg2, sgRNA2;

Con, control.

(C) Sequences of modified Nr0b1, Ppar-g, and Rag1 loci detected in COS-7 cells. At least 15 TA clones of the PCR products were analyzed by DNA sequencing.

The PAM sequences are underlined and highlighted in green; the targeting sequences in red; the mutations in blue, lower case; deletions ('), insertions (+). N/N

indicates positive colonies out of total sequenced.
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Figure 2. sgRNA:Cas9-Mediated Modifications of Nr0b1, Ppar-g, and Rag1 in Cultured Embryos
(A) Detection of sgRNA1:Cas9-mediated on-target cleavage of Nr0b1, Ppar-g, and Rag1 by T7EN1 cleavage assay. PCR products were amplified and subjected

to T7EN1 cleavage assay. Samples with cleavage bands were marked with an asterisk ‘‘*.’’

(B) DNA sequences of marked samples. TA clones from the PCR products were analyzed by DNA sequencing. Mutations in three PCR products (labeled with red

asterisk) indentified by T7EN1 cleavage assay were not detected by TA sequencing because of limited amount of colonies. The PAM sequences are underlined

and highlighted in green; the targeting sequences in red; the mutations in blue, lower case; deletions ('), and insertions (+). N/N indicates positive colonies out of

total sequenced. See also Figure S1.
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E1751) was used for expression of sgRNAs in cells. Oligos for the generation of

sgRNA expression plasmids (Table S4) were annealed and cloned into the BsaI

sites of pUC57-sgRNA or pGL3-U6-sgRNA-PGK-Puro. pGL3-U6-sgRNA-

PGK-Puro was deposited in Addgene (Addgene NO. 51133).

Cell Culture and Electroporation

COS-7cells (ATCC,CRL-1651)were cultured inDMEM/highglucose (HyClone)

with 10%FBS, penicillin (100 U/ml) and streptomycin (100 mg/ml); 23 106 cells

were electroporated (BioRad Gene Pulser XL) with four micrograms of Cas9

expression plasmids and two micrograms of pGL3-U6-sgRNA-PGK-Puro.

Empty pGL3-U6-sgRNA-PGK-Puro plasmid was used as control. Cells were

collected 72 hr postelectroporation.

In Vitro Transcription

In vitro transcription was performed as described (Zhou et al., 2014). Briefly,

the pST1374-Cas9-N-NLS-flag-linker vector was linearized by Age1 enzyme

and in vitro transcribed using T7 Ultra Kit (Ambion, AM1345). Cas9-N-

NLS-flag-linker mRNA was purified by RNeasy Mini Kit (QIAGEN, 74104).

sgRNA oligos were annealed into pUC57-sgRNA expression vector with

T7 promoter. Then expression vectors were linearized by Dra I and tran-

scribed by MEGAshortscript Kit (Ambion, AM1354) in vitro. The sgRNAs

were purified by MEGAclear Kit (Ambion, AM1908) and recovered by alcohol

precipitation.

T7EN1 Cleavage Assay and Sequencing

Different samples, including cells, placenta, umbilical cord, and ear punch tis-

sues, were collected and digested in lysis buffer (10 mM Tris-HCl, 0.4 M NaCl,

2 mMEDTA, 1% SDS, and 100 mg/ml Proteinase K). The genomic DNA was ex-

tracted from lysate by phenol-chloroform recovered by alcohol precipitation.

Genomic DNA from cultured embryos was amplified by REPL1-g Single Cell

Kit (QIAGEN, 150343) according to the manufacturer’s instructions. T7EN1

cleavage assay was performed as described (Shen et al., 2013). In brief, tar-

geted fragments were amplified by PrimerSTAR HS DNA polymerase (Takara,

DR010A) from extracted DNA, and purified with PCR cleanup kit (Axygen, AP-

PCR-50). Purified PCR product was denatured and reannealed in NEBuffer 2

(NEB) using a thermocycler. Hybridized PCR products were digested with

T7EN1 (NEB, M0302L) for 30 min and separated by 2.5% agarose gel. To

detect T7EN cleavage products of Nr0b1 (localized on chromosome X) in

Table 1. Summary of Embryo Microinjection of Cas9 mRNA and sgRNAs

MII Oocyte Injected Embryos Embryos for ET Pregnancies /Surrogates Single Pregnancy Multiple Pregnancy Fetuses

198 186 83 34.5% (10/29) 4a 3 twins, 3 triplets 19
aOne miscarried 36 days after embryo transfer.

Figure 3. sgRNA:Cas9-Mediated Modifications of Ppar-g and Rag1 in Founder Cynomolgus Monkeys
(A) Photographs of 14-day-old founder infants A and B.

(B) PCR products of the target region of Ppar-g and Rag1 in founders. Targeted region of Ppar-g and Rag1 loci were PCR amplified from the umbilical cord

genomic DNA of A and B founders. M, DNAmarker; Con, control umbilial cord from wild-type cynomolgus monkey, which was born 9 days after birth of A and B.

(C) Detection of sgRNA:Cas9-mediated on-target cleavage of Ppar-g and Rag1 by T7EN1 cleavage assay. PCR products from (B) were subjected to T7EN1

cleavage assay.

(D) Sequences of modified Ppar-g and Rag1 loci detected in founders. At least 18 TA clones of the PCR products were analyzed by DNA sequencing. The PAM

sequences are underlined and highlighted in green; the targeting sequences in red; the mutations in blue, lower case; deletions ('), and insertions (+). N/N

indicates positive colonies out of total sequenced. See also Figure S2 and S4.
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cultured embryos, 50 ng of PCR fragment from wild-type control embryos was

mixed with 150 ng of PCR fragments from embryos injected with Cas9 mRNA

and sgRNAs. PCR products with mutations detected by T7EN1 cleavage

assay were sub-cloned into T vector (Takara, D103A). For each sample, col-

onies were picked up randomly and sequenced by M13-47 primer. Primers

for amplifying Nr0b1, Pparg, and Rag1 targeted fragments are listed in

Table S5.

Off-Target Assay

All potential off-target sites with homology to the 23 bp sequence

(sgRNA+PAM) were retrieved by a base-by-base scan of the whole rhesus

genome (BGI CR_1.0/rheMac3), allowing for ungapped alignments with up

to four mismatches in the sgRNA target sequence. In the output of the scan,

potential off-target sites with less than threemismatches in the seed sequence

(1 to 7 base) were selected to PCR amplification using umbilical cord genomic

DNA as templates. The PCR products were first subject to T7EN1 cleavage

assay. The potential off-target sites yielding typical cleavage bands were

considered as candidates, then the PCR products of the candidates were

cloned and sequenced to confirm the off-target effects. The primers for ampli-

fying the off-target sites are listed in Table S6.

SUPPLEMENTAL INFORMATION

Supplemental Information includes four figures and six tables and can be

found with this article online at http://dx.doi.org/10.1016/j.cell.2014.01.027.
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SUMMARY

Numerous studies have examined the neuronal
inputs and outputs of many areas within themamma-
lian cerebral cortex, but how these areas are orga-
nized into neural networks that communicate across
the entire cortex is unclear. Over 600 labeled neuronal
pathways acquired from tracer injections placed
across the entire mouse neocortex enabled us to
generate a cortical connectivity atlas. A total of 240
intracortical connections were manually recon-
structed within a common neuroanatomic frame-
work, forming a cortico-cortical connectivity map
that facilitates comparison of connections from
different cortical targets. Connectivity matrices were
generated to provide an overview of all intracortical
connections and subnetwork clusterings. The con-
nectivity matrices and cortical map revealed that the
entire cortex is organized into four somatic sensori-
motor, two medial, and two lateral subnetworks that
display unique topologies and can interact through
select cortical areas. Together, these data provide a
resource that can be used to further investigate
cortical networks and their corresponding functions.

INTRODUCTION

Decades of research have converged on the idea that cognition

and behavior are network-level phenomena (Bressler and

Menon, 2010; Sporns, 2010; Swanson and Bota, 2010). The

expression of complex behaviors requires the integration of

various sensory inputs, the synchronization of multiple motor

outputs, and the coordination of activity within large-scale net-

works that link the two. Therefore, constructing a brain-wide

connectivity diagram for all well-defined gray matter regions,

i.e., the macro- or meso-connectome (Sporns et al., 2005; Boh-

land et al., 2009; Bota et al., 2012) that captures the organiza-

tional principles of neural networks will help inform a multitude

of testable hypotheses regarding the neural underpinnings of

cognitive function and motivated behavior.

Unlike the recently assembled connectome of the C. elegans

(White et al., 1986; Jarrell et al., 2012), wiring diagrams for

mammalian species have been assembled on substantially

smaller scales and for specific functional systems (Felleman

and Van Essen, 1991; Saleem et al., 2008). For the cerebral cor-

tex, a brain structure involved in regulating cognition, motivation,

and emotion, it remains largely unclear how different areas

across the entire structure communicate at the network level

to guide its complex functions. Recently, significant progress

has been made in assembling structural and functional cortical

networks in the human brain using functional MRI and diffusion

tensor imaging (DTI) with graph theoretical analysis (Andrews-

Hanna et al., 2010; Behrens and Sporns, 2012; Toga et al.,

2012). These efforts have advanced our understanding of how

neural network disruptions may be associated with neurological

and neuropsychiatric diseases. Nevertheless, it is necessary

to validate these networks using reliable neural tract tracing

methods in animal models at a higher resolution, which will facil-

itate exploration of the molecular and cellular etiologies of these

disorders.

As part of the effort to chart long-range connectivity in the

mouse brain (Marx, 2012; Osten and Margrie, 2013; Pollock

et al., 2014), we launched the Mouse Connectome Project

(MCP, www.MouseConnectome.org). We generated a cortical

connectivity atlas, which accommodates over 600 labeled

neural pathways from tracer injections applied across the entire

neocortex. Two hundred and forty pathways were then manually

reconstructed onto a common neuroanatomic frame to create an

online interactive cortico-cortical connectivity map to ease com-

parison of connectivity patterns across injections. We report the

development of this resource and identify three major cortical

subnetworks: the somatic sensorimotor, medial, and lateral

subnetworks, each of which displays unique network topologies.

We also provide evidence for how these relatively segregated

networks may interact through highly associative regions like

the prefrontal cortex, entorhinal cortex, and the claustrum.

RESULTS

Data Production and Collection
The MCP neuronal connectivity data were produced using dou-

ble coinjection tract tracing (Thompson and Swanson, 2010),

which simultaneously reveals four types of information for a

given region (i.e., A): its (1) inputs (A)B), (2) outputs (A/B),

(3) reciprocal or recurrent connections (A5 B), and (4) interme-

diate stations, which bridge brain structures that are not directly
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connected (A/C/B). In one animal, two confined, nonoverlap-

ping coinjections are placed into different brain regions (Figures

1A and 1B and Figure S1A available online). Each coinjection

consists of one anterograde (Phaseolus vulgaris leucoagglutinin

[PHAL] or biotinylated dextran amine [BDA]) and one retrograde

(cholera toxin subunit b [CTb] or Fluorogold [FG]) tracer. Antero-

grade tracers label axons arising from coinjection sites and their

terminals in targeted regions and retrograde tracers label up-

stream neurons that innervate the coinjection sites, thus simulta-

neously revealing four pathways (Figures 1A–1C and S1A).

The size of coinjections are&250–500 mmandmostly confined

within individual cortical areas (Figure 1B), although when im-

ages are adjusted to reveal fine fibers, injection sites are over-

exposed, misrepresenting their actual size (Figure S1A). The

confinement of the injections can be verified from the cytoarch-

itectural background provided by a Nissl stain of the same sec-

tion (Figures 1B and S1B) and by observing their unique thalamic

labeling (Figures S1A and S1B). The specificity of injections are

cross-validated by the application of retrograde tracers to re-

gions targeted by anterogradely labeled axon terminals and

vice versa (Figure S1 for details on data validation). All images

were processed through informatics pipelines and presented

on the MCP website through an interactive visualization tool,

the iConnectome (www.MouseConnectome.org; Figure S2A).

The fluorescent connectivity data are presented in four different

channels: PHAL (green), BDA (red), FG (yellow), and CTb (pink).

Two additional channels aid in data analysis: the inverted fluo-

rescent Nissl of the same section and the corresponding atlas

level from a standard mouse atlas, the Allen Reference Atlas

(ARA; Dong, 2007). Currently, a total of &600 pathways (304

efferent and 296 afferent) associated with &317 coinjections

are available (Figure S3 for injections; Table S1 for list of selected

cases; Table S2 for abbreviations). Injections span the entire

neocortex and selected regions of the entorhinal cortex, hippo-

campus, amygdala, and olfactory areas. Although this report

focuses on intracortical pathways, the subcortical connections

of all injections also are available.

Connectivity Matrices
To begin building cortical networks, data within all regions was

annotated by manually recording the distribution of anterograde

and retrograde labeling. Using the annotation data, two label-

based weighted directional connectivity matrices were created

(Figures 2A–2D). Iterating through each matrix entry, 89% of

connections exhibited mutual labeling by both anterograde

and retrograde labeling methods, suggesting that the data sets

were significantly similar. To reveal subnetworks, a composite

matrix was constructed in which the nodes (ROIs) were reor-

dered via a clustering algorithm (Figure 2E; Supplemental Infor-

mation for annotation and analysis details). The clustering orders

nodes into modules that maximize the connectivity and arrange

highly interconnected nodes such that they are clustered along

the matrix diagonal, facilitating visualization of grouped regions

that can be considered subnetworks. The number of connec-

tions within these groupings near the diagonal reflects the den-

sity of intraconnectivity within a subnetwork, while connections

farther from the diagonal demonstrate a subnetwork’s intercon-

nectivity with other subnetworks. The clustering demonstrated

that all nodes fall into a few relatively distinct cortico-cortical

subnetwork modules (Figures 2C–2E). Each of the four somatic

sensorimotor modules (orofaciopharyngeal, upper limb, lower

limb/trunk, and whisker) formed distinct subnetworks. The

medial, visual, and auditory modules formed one big network

that was also highly connected with the lower limb/trunk and

whisker subnetworks. The insular and temporal areas along

the lateral aspect of the cortex formed two distinct clusters

and the broad and unique intracortical connections of the claus-

trum and lateral entorhinal area suggested they may serve as

hubs or regions of high network interaction (Sporns, 2010).

Cortico-Cortical Connectivity Map
The matrices provide a condensed view of cortical connec-

tivity patterns, but exclude details like projection routes,

laminar specificity of projections, and topographical and topo-

logical connectivity patterns, which are critical features of

networks. Consequently, labeled pathways were manually

reconstructed onto corresponding atlas levels to create a

comprehensive cortico-cortical connectivity map available

through the iConnectome map viewer (Figures 1D, S2B, and

S4A; http://www.MouseConnectome.org/CorticalMap/).

This map includes 80 anterograde (PHAL) and 160 retrograde

pathways (CTb and FG). The coinjection sites are represented by

circles, PHAL pathways by shaded regions, and retrograde la-

beling by small dots that reflect regional and laminar distribution

patterns (Figures 1D and S4A). Each of these pathways was as-

signed a unique RGB value and rendered into an individually

layered document such that multiple layers representingmultiple

injection sites could be viewed simultaneously within the same

anatomic frame (ARA), thus revealing topographic trends and in-

teractions between regions. Within the connectivity map, when

nodes within the same module of the connectivity matrix are

viewed together (e.g., anteromedial and anterolateral visual

areas), intermixed and overlapping cortical connectivity patterns

are observed, suggesting a high degree of integration within the

same subnetwork (Figures S4B and S4C). Conversely, nodes of

different modules show divergent cortical connections.

The Somatic Sensorimotor Subnetworks
To build the somatic sensorimotor subnetworks, four general pri-

mary somatosensory (SSp) domains were defined based on their

subcortical and intracortical connections (Figures 3A and 3B):

the mouth and nose (SSp-m/n), upper limb (SSp-ul), lower limb

and trunk (SSp-ll/tr), and barrel field (SSp-bfd). The specificities

of these domains were validated by examining their specific

somatotopic projections in sensory and motor related nuclei

in the lower brainstem (Figures S5A and S5B). Each of these

SSp domains displays unique connectional patterns with other

somatic sensorimotor areas like the primary (MOp) and second-

ary (MOs) somatomotor areas, and the secondary somato-

sensory area (SSs) (Figures 3A, 3B, and S5C). These distinct

connections provided a structural basis for delineating related

subdomains within each of these sensorimotor areas, which

are largely unknown in the mouse. Parcellations were confirmed

by the application of coinjections into the corresponding body

subfield domains of the somatic sensorimotor cortical areas

(i.e., SSp-ll/tr, MOp-ll/tr, MOs-ll/tr; Figure 3C).
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These somatic sensorimotor areas formed four distinct sub-

networks. The orofaciopharyngeal subnetwork is composed of

fivemajor nodes (Figures 2 and 3B): (1) SSp-m/n, (2) the orofacial

region of the MOp (MOp-orf; Yamada et al., 2005), (3) the rostro-

dorsolateral MOs (MOs-rdl), (4) anterolateral SSp-bfd (SSp-

bfd.al), and (5) the rostral and caudoventral SSs (SSs-r and cv).

Figure 1. Strategy for Generating the Cortical Connectivity Atlas

(A) Schematic illustrating a PHAL/CTb and BDA/FG double coinjection in two different structures labeling both input to, and output from each injection site.

Reciprocal interactions between brain regions and circuit interactions between each injection site may also be revealed.

(B) A coronal section showing coinjections made into the MOs and ACAv viewed with Nissl background to reveal cytoarchitecture. Scale bar, 1 mm.

(C) Intermixed anterogradely labeled axons (green, PHAL) and retrogradely labeled neurons (pink, CTb) in the MOs following a coinjection in the contralateral

hemisphere (first two panels, arrows). Note: the PHAL/CTb coinjection is the same as pictured in B. Image histogram was adjusted differently for the two

hemispheres so that PHAL/CTb labeling on the left side can be viewed properly without over exposing the injection site on the right side. Last panel, comparison

of retrogradely labeled neurons from injection in ACAv (arrow, yellow, Fluorogold [FG]) and fibers and cells from injection in MOs (PHAL/CTb). Fluorescent Nissl in

blue; scale bar, 200 mm.

(D) Strategy for mapping fluorescent labeling from a raw image (left, scale bar, 1 mm) onto the corresponding level of the ARA (middle) to generate a

comprehensive map of projection pathways for all injection sites (right). Note: anterogradely labeled pathways were rendered as layer and regional-specific

shading, while retrogradely labeled neurons were represented by individual dots. The large circle on the right hemisphere represents an injection site (see

corresponding region on raw image).

See Figures S1, S2, S4, and Table S1 for more information.
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Coinjections into each of these orofaciopharyngeal nodes

showed they are all heavily reciprocally interconnected (Fig-

ure 3D). The gustatory (GU), visceral (VISC), and dorsal agranular

(AId) areas also connect with this subnetwork (Figures 2 and 3D),

which could contribute relevant information (i.e., gustation and

food safety; Carleton et al., 2010; Maffei et al., 2012).

Following the same topological organization (i.e., reciprocity

among all nodes), the upper limb subnetwork is composed of

four somatic sensorimotor nodes: (1) the SSp-ul, (2) caudodorsal

SSs caudodorsal (SSs-cd), (3) MOp-ul, and (4) rostrodorsal MOs

(MOs-rd) (Figures 3D and S5B). The lower limb/trunk subnetwork

includes the SSp-ll/tr, MOp-ll/tr, and rostrodorsomedial MOs

(MOs-rdm) (Figures 3B–3D). Finally, the whisker subnetwork is

composed of the caudomedial SSp-bfd (SSp-bfd.cm), MOp-w,

which corresponds to the vibrissal primary motor cortex (vM1)

(Mao et al., 2011; Gerdjikov et al., 2013), and the caudodorsal

SSs (SSs-cd; Figures 3B and 3D). The upper limb, lower limb/

trunk, and whisker subnetworks also share connections with

lateral subnetwork nodes like the temporal association (TEa),

perirhinal (PERI), and ectorhinal (ECT) areas. Relevant informa-

tion for the lower limb/trunk subnetwork also may be provided

by inputs from the visual (VIS), auditory (AUD), and several areas

within the medial networks (Figures 2 and 3D).

Finally, a specific frontal eye field MOs domain (MOs-fef, Fig-

ure S5D; Reep et al., 1990) was identified, which shares dense

reciprocal connections with the visual, auditory, posterior parie-

tal, anterior cingulate, and restrosplenial areas of the medial

subnetworks.

The Medial Subnetworks
Cortical areas along themedial bank of the cortex cluster to form

two parallel medial subnetworks (Figures 2 and 4A). The first

medial subnetwork is organized for transferring visual, auditory,

and somatic sensory information to the ORBvl. ORBvl coinjec-

tions showed its direct reciprocal connections with the primary

(VISp) and secondary visual (anteromedial, VISam; anterolateral,

VISal) and auditory areas (AUD), as well as the SSp-ll/tr and SSp-

bfd.cm (Figures 2 and 4A–4C). Coinjections into each of these

areas confirmed these connections (Figure S4B–S4C for VISam

and VISal; Figure S6A for VISp and AUD; Figure 3B for SSp-ll/tr).

Further, multiple retrograde tracers injected into different visual

areas revealed dense ORBvl neuronal labeling that was inter-

mixed but mostly not colocalized, suggesting multiple parallel

ORBvl/VIS pathways (Figures 4E–4F).

These VIS and AUD areas also reciprocally connect with areas

along the cortical medial bank, including the posterior parietal

(PTLp), three subdivisions of the retrosplenial area (dorsal,

RSPd; agranular, RSPagl; and ventral, RSPv), and two subdivi-

sions of the anterior cingulate area (dorsal, ACAd; ventral,

ACAv) (Figures 2, 4A–4C, 4F, S6A, and S6B). The PTLp is another

critical area that integrates inputs from the VIS, AUD, and SSp-ll/

tr (Figures 2, 3B, and S6A). The RSPd and RSPagl receive much

stronger visual inputs, but only sparse AUD and SSp projections

(Figures 2 and S6A). In the ACA, axons from different VIS and

AUD areas intermix in layer 1 (Figure S6A), while neurons that

project to the VISp and VISam form different clusters in deeper

layers (Figure 4E).

Moreover, the ORBvl and all of these higher-order association

areas (PTLp, RSP, ACA) heavily interconnect with regional and

laminar specificity (Figures 4A–4C, 4F, and S6B). For example,

in the PTLp, the densest labeling fromORB injections are distrib-

uted in layer 5 (Figures 4B and 4C); ACAd axons are distributed

primarily in PTLp layers 1 and 6 and retrogradely labeled neurons

across layers 2 to 6 (Figure S6B). Projections from these areas to

lower-order sensory areas also are laminar specific with ORBvl

axons primarily distributing in layers 1 and 5 of visual areas, while

ACAd axons reside in layers 1 and 6 (Figures 4C, 4D, and S6B).

Interestingly, this medial subnetwork provides an interface

for direct interactions between different sensory modalities via

reciprocal connections among the visual and auditory areas

and the SSp-ll/tr and SSp-bfd.cm (Figures 2, 3B, S6C, and

S6D). This supports the concept of crossmodal modulation,

which challenges the idea that mammalian primary sensory

cortices are strictly unisensory (Driver and Noesselt, 2008; Stein

and Stanford, 2008). Finally, this medial network may be impor-

tant for translating sensory information into motor action since

the ORBvl, ACAd, and PTLp connect with the entire MOs

including the MOs-fef and the ORBvl and PTLp further connect

with the MOp-ll/tr (Figures 4B, 4C, 4F, and S5D).

The second medial subnetwork successively relays informa-

tion from the dorsal subiculum (SUBd) to the medial prefrontal

cortex (Figure S6E). The RSPv is the only neocortical recipient

of dense inputs from the SUBd, through which information pro-

cessed in the dorsal hippocampus can reach the neocortex

(Fanselow and Dong, 2010). The RSPv shares massive recip-

rocal connections with the ACAv. It in turn projects tomedial pre-

frontal cortical areas like the infralimbic (ILA), prelimbic (PL), and

medial orbitofrontal areas (ORBm) (Figure S6E), each of which

receive only sparse inputs from the RSPv (Figure 4F).

Importantly, the two medial networks can interact (Figure 4F)

since the RSPv and ACAv are connected with the ORBvl,

ACAd, RSPd, RSPagl, and PTLp. Finally, these medial subnet-

work areas are all connected with the CLA (Figures 2, 4B, 4F,

and S6B).

The Lateral Subnetworks
Cortical areas in the lateral aspect of the neocortex form two

distinctive, highly interconnected networks (Figures 2 and 5A):

the anterolateral insular and posterolateral temporal subnet-

works. Distinguishing the lateral networks from the medial and

Figure 2. Weighted and Directed Cortico-Cortical Connectivity Matrices

(A–E) Connectivity matrices were constructed based on either anterograde (PHAL, A) or retrograde (FG/CTb, B) tract tracing data. In both matrices, connection

origin is listed along the row while targets are listed across the columns (sorted alphabetically). The weighting of each connection is indicated by red (strong),

orange (moderate), and yellow (light) coloring. In (C) and (D), the anatomical data in (A) and (B) has been reordered, illustrating a total of 12 distinct modules in

different cortical subnetworks. Combining retrograde and anterograde tracing methods formed the composite matrix (E), a consensus perspective of cortico-

cortical subnetwork connectivity. See Extended Experimental Procedures for details regarding construction of the matrices, Figure S3 for injection cases, and

Table S2 for list of abbreviations.
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somatic sensorimotor subnetworks is the fact that the lateral

subnetworks share connections with olfactory cortical areas

(piriform cortex, endopiriform nucleus, dorsal taenia tecta), ba-

solateral amygdalar nucleus, and ventral hippocampus.

The anterolateral insular subnetwork is composed of the three

agranular insular areas: the dorsal (AId), ventral (AIv), and poste-

rior (AIp). The neural connections of the rat AI have been investi-

gated (e.g., Saper, 1982; Allen et al., 1991; Jasmin et al., 2004),

but their functional and structural differences remains controver-

sial. Our data show that these subdivisions are substantially in-

terconnected, but generate distinguishable cortical projections

(Figure 2). First, connections between these three areas and

the medial prefrontal cortex display a rough topography (Figures

5B and S1E): the AIp is heavily connected with the poorly defined

dorsal peduncular area (DP) (all layers) and its dorsally adjacent

ILA (layers 1 and 6) but relatively sparsely connected with the PL.

The AIv has the densest reciprocal connections with the PL, ILA,

and DP. The AId is interconnected with the PL but sparsely con-

nected with the ILA and not at all with the DP. An ILA coinjection

validated this preferential interaction between AIv and ILA (Fig-

ure S1E). Second, all three AI areas connect with the VISC, but

only AId and AIp are significantly connected with the GU. The

VISC receives visceral inputs from the parvicellular part of the

ventral posterolateral thalamic nucleus (VPLpc), while the GU

shares massive reciprocal connections with the parvicellular

part of the ventral posteromedial thalamic nucleus (VPMpc; Fig-

ure S1B) (Jones, 2007). Third, the AId also is connected with the

orofaciopharyngeal (MOp-orf and MOs-rdl) and upper limb

(MOs-rd) subnetworks, while the AIp receives significant inputs

from the SSs and SSp-bfd (Figure S7A).

Caudally, these AI subdivisions preferentially connect with

three components of the posterolateral temporal subnetwork

(Figure 5B): the perirhinal (PERI) receives dense inputs from the

AId and AIv, while the ectorihinal (ECT) ismore heavily innervated

by inputs from the AIp. Finally, all three generate dense inputs

specifically to layers 3–5 of the lateral entorhinal cortex (ENTl;

Figures 5B and S1B).

Three areas located in the vicinity of the rhinal fissure, namely

the temporal association area (TEa), ECT, and PERI form the

highly interconnected posterolateral temporal subnetwork (Fig-

ures 2, 5A, and 5C). A retrograde tracer injection in all three struc-

tures back labeled neurons in layers 2 and 5a of the entire

neocortex with the exception of the ACAv, RSP, and VISp (Fig-

ures 5C and 5D), suggesting that this subnetwork receives input

from nearly the entire neocortex. Complementarily, the TEa,

ECT, and PERI collectively project back to nearly the entire

neocortical mantle including the VISp (Figures 5C and 5E).

Injections in all other cortical areas revealed heterogeneous

zones within the TEa (Figure S7B). The rostral TEa shares bidi-

rectional connections with areas in the orofaciopharyngeal

network; the middle TEa and its adjacent PERI and ECT share

stronger connectivity with somatic sensorimotor areas of the

upper limb and lower limb/trunk subnetworks and visual and

auditory areas, as well as the PTLp; the caudal TEa more specif-

ically connects with the medial prefrontal areas and ventral

hippocampus.

Finally, coinjections in the TEa, PERI, and ECT result in dense

labeling in layers 3-5 of the ENTl (Figure 5C).

ENTl and CLA
The ENTl and CLA are two reciprocally connected structures

that both share connections with the medial prefrontal (ILA,

PL, ORBm) and orbitofrontal areas (ORBvl, ORBl) (Figures 2,

6A, 6E, and 6G). The CLA further shares massive connections

with cortical areas within the medial (ACAv, ACAd, PTLp,

RSPd, RSPagl) and lateral subnetworks (AId, AIv, AIp, TEa,

PERI, ECT), as well as with the entire MOs and MOp (Figures

6A–6D). Dense CLA axons travel through layers 5 and 6 of all

sensory areas (SSp, AUD, VIS), although these cortical areas

contain relatively few neurons that project back to the CLA.

The intracortical connectivity of the CLA displays a unique asym-

metric pattern: cortical inputs to the CLA are bilateral, but out-

puts from CLA are almost exclusively ipsilateral (Figures 6B

and 6C).

Figure 3. The Somatic Sensorimotor Subnetworks

(A) Overview of the four major components of somatic sensorimotor areas (SSp, SSs, MOp, MOs). Each region is extensively interconnected with all others.

Parcellation of cortical areas in map based on ARA and drawn to scale. Diamond shape on midline indicates bregma.

(B) Projections from representative injection sites (colored dots) in each of four basic body representations in primary somatosensory cortex: orofaciopharyngeal

(orf, blue), upper limb (ul, green), lower limb and trunk (ll/tr, red), and whisker-related caudomedial barrel field (bfd.cm, yellow). A cartoon (inset) shows

approximate size and location of the four body areas defined here (inspired from Brecht et al., 2004). Top-down view (left) shows topographic organization of

projections from each area to corresponding primary and secondary motor areas (MOp, MOs). ARA defined boundary between MOs and MOp added for

reference. Projection data in top-down view were drawn to scale using coronal sections (right) and shaded regions represent the areal extent of the most dense

projections from each of the injected regions. Representative coronal sections also show projection trends to supplemental somatosensory area (SSs). Numbers

indicate position of sections relative to bregma (mm).

(C) Projections from each of the somatosensory subregions define presumably functionally related MOs and MOp subregions, which are tightly reciprocated, as

indicated by closely overlapped axonal fibers and retrogradely labeled cell bodies following coinjection. Here, coinjections of PHAL (green)/CTb (pink) in either

SSp-ll (top, right) or a corresponding MOp region (middle, middle) reveal intermixed labeling in other corresponding domains of the somatic sensorimotor region,

confirming their strong reciprocal connectivity. Both coinjections reveal intermixed labeling in the same MOs domain (left images on the top and middle).

Retrograde injection in the same MOs domain (left image on the bottom) confirms the specificity of this interaction, showing retrogradely labeled neurons in the

former two areas (middle and right images). Their anatomical locations and interactions are summarized in corresponding atlas levels in the bottom panel. Scale

bars, 500 mm and 100 mm (inset).

(D) Building on these observations, four network graphs were created using each of the defined somatosensory regions as starting points. Each subnetwork is

distinct and all components within it share a high degree of interconnection. Each are composed of several somatic sensorimotor ‘‘nodes’’ (color coded to match

anatomically defined functional domains in (B) that are reciprocally connected (as indicated with red arrows). Each of these subnetworks also includes other

nonsomatic ‘‘peripheral’’ nodes (gray circles) and their connections are shown with gray arrows.

See also Figure S5. For abbreviations of nomenclatures, please see Figure 2 and Table S2.
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The ENTl shares much stronger reciprocal connections with

all areas of the lateral subnetworks (Figures 5A, 6C and 6F),

amygdala (basomedial and anterior basolateral nuclei), and the

ventral and intermediate CA1 and SUBd (data not shown). The

ENTl receives direct inputs from the main olfactory bulb (Hin-

tiryan et al., 2012) and shares massive reciprocal connections

with olfactory cortical areas like the piriform and taenia tecta

(Figure 6E). These data suggest that the ENTl is not only a

gateway for neocortical information to the hippocampus (de

Curtis and Paré, 2004), but may also be a site of interaction for

various cortical areas and between these neocortical areas

and the amygdala, hippocampus, and olfactory cortical areas.

Compared to the CLA, the ENTl receives very sparse or no

direct inputs from regions within the medial subnetworks (ACA,

RSP, PTLp) and somatic sensorimotor subnetworks; however,

coinjections into layers 4/5 of the rostrodorsal ENTl revealed

dense axons throughout layer 1 of almost the entire neocortex

(Figure 6E) with a few exceptions—the RSPv and areas within

the orofaciopharyngeal subnetwork. Notably, the ENTl layer 1

axons are denser in the contralateral visual, auditory, and SSp-

bfd areas.

Interactions with the Prefrontal Cortex
Projections from each of the identified subnetworks topograph-

ically converge onto discrete regions of the prefrontal cortex.

The somatic sensorimotor subnetworks primarily converge

onto the dorsolateral, dorsal, and dorsomedial sectors of the

rostral-mostMOs (Figures 3B, 7A, and 7B). Together, these three

neighboring zones occupy the dorsolateral half of the prefrontal

cortex (PFCdl, Figures 7A and 7B).

The ventromedial half of the prefrontal cortex (PFCvm) is also

composed of three distinct zones: the medial prefrontal (ILA, PL,

ACAd, ORBm), orbitofrontal (ORBvl, ORBl), and the anterior-

most part of the agranular insular areas (AId, AIv). The medial

prefrontal zone reciprocally connects with the AI and caudal

TEa of the lateral subnetworks potentially acting as a site for

medial and lateral subnetwork integration. This information ar-

rives at the medial prefrontal zone via two routes (Figure 7A).

The dorsal route links the dorsomedial corner of the prefrontal

cortex (PL, ACAd) with the ventrolaterally located AId. The axons

through this routemake a 45$ cut that demarcates the border be-

tween the dorsolateral and ventromedial halves of the prefrontal

cortex. The ventral route links the medial (ILA) and lateral (AIv)

areas across the orbitofrontal areas.

Overall, most components of the medial subnetwork commu-

nicate with the orbitofrontal zone. The ORBvl and ORBl are

targets of projections from the VIS, AUD, and PTLp. The orbito-

frontal zone also receives input from the TEa (lateral subnet-

work), suggesting that, like the medial prefrontal cortex, it may

also serve as a site of integration for the medial and lateral

subnetworks.

Aside from the strong interaction between the medial prefron-

tal and insular zones, very little interaction is observed among

the other neighboring structures of the prefrontal cortex. For

example, coinjections in the ORBvl show no projections to or

from the PFCdl and medial prefrontal areas. The relative segre-

gation of these prefrontal zones combined with their specific

cortical inputs and subcortical targets may help define their

unique processing role and contribution to behavior.

DISCUSSION

The iConnectome: An Open Resource of Multiformat
Connectivity Data
Open resources providing access to neurohistological images

are revolutionizing neuroanatomy (Jones et al., 2011). The

iConnectome is an online resource that presents high-resolution

whole-brain images of neural connectivity in several different

formats. Imaging data are presented in which labeled axonal

pathways and neurons can be viewed with their own Nissl

background or their corresponding anatomic ARA map. Cor-

tico-cortical connectivity matrices (Figure 2) provide an overview

of intracortical connections. Cortical connectivity matrices that

comprise virtually all of the neocortex have been generated in

Figure 4. The Medial Subnetworks

(A) Major components of the medial subnetworks, which mediate transduction of information between sensory areas (VIS, AUD, and caudal-most SSp) and

higher-order association areas along themedial bank of the neocortex, such as the retrosplenial (RSP), parietal (PTLp), anterior cingulate (ACA), and orbital (ORB)

areas.

(B) Connectivity pathways of themedial subnetwork revealed by coinjections in theORB (note: these are aggregated pathways for three different cases, see three

coinjection sites in ORB, colored pink, light brown, and dark brown, medial to lateral).

(C) Representative raw images from anORBvl coinjection. PHAL-labeled axons and CTb-labeled neurons are found in other medial network components such as

the ACAd and adjacent MOs-fef, PTLp, RSPd, and primary and secondary VIS areas (VISp, VISal, and VISam). Scale bars, 500 mm (first panel) and 200 mm.

(D) Laminar-specific differences in axonal projections to primary visual cortex (VISp) arising from either ORBvl (red, BDA labeling) or ACAd (green, PHAL). Injection

sites in the same brain, left panels, scale bars, 500 mm (left) and 1 mm. Projections to different layers of the same section of VISp (right). Underlying fluorescent

Nissl was inverted to aid visualization of layers (right-most panel). Scale bar, 200 mm.

(E) Four different retrograde tracers were injected into the VISp (two), VISam, and VISpm within the same brain, resulting in distinct, topographically arranged

clusters of neurons in the ACA and adjacent MOs-fef. In the ORBvl, these retrogradely labeled neurons are intermixed, but mostly not colocalized (bottom right,

5% colocalization for any combination of tracers in ORBvl, 436 cells counted, 21 had two or more tracers present). Scale bars, 1 mm (top left), 500 mm (bottom

left), 200 mm (top right), 100 mm (bottom right).

(F) Summary of interactions among the medial subnetworks. Left, interaction between sensory and association areas. Dashed lines indicate sparse connection.

Claustrum (CLA) is included due to high degree of interconnection with medial network. Middle, connections between the association areas. Thicker arrows

indicate dense projection patterns between regions. Dashed line separates a direct pathway to medial prefrontal region along the ventro-medial bank of the

cortex (second medial subnetwork). Asterisks indicate a unidirectional connection between CLA and RSP. Right panel, overview of medial network interactions

including TEa and parahippocampal structures (i.e., SUBd, ENTm), which project to RSP (red arrows). Reciprocal connections of visual (blue) and auditory (green)

areas with all major medial network components shown. Caudal-most somatosensory areas (SSp-ll/tr; SSp-bfd.cm) are included as well (gray arrows).

See also Figure S6.
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different species using data available in the literature (Honey

et al., 2007; Sporns et al., 2007; Markov et al., 2011; for rat see

BAMS: http://brancusi.usc.edu/). In contrast, the networks

reported here are based on data collected and analyzed in a

homogenous fashion rather than gathered piecemeal from the

literature. The cortical connectivity map allows users to directly

compare connectivity patterns of different cortical areas within

the same neuroanatomic framework. Taken together, these re-

sources allow researchers to conceptualize any cortical region

of interest in the context of larger network interactions.

The Cortical Subnetworks
Examination of the full data set revealed that the neocortex is

organized into several subnetworks that display unique topolog-

ical organization, perhaps reflecting different information pro-

cessing strategies for each. Within the somatic sensorimotor

network, all main somatic nodes within the four subnetworks

are heavily and reciprocally connected. This organization allows

direct interactions between sensory and motor areas in the

absence of higher-order association areas. This pattern could

enable rapid integration of different sensory modalities for

dynamically regulating motor actions, such as the integration

of tactile information in the oral cavity and proprioception of

the jaw for initiation, maintenance, or termination of rhythmic

jaw movements throughout the masticatory period (Yamada

et al., 2005).

Unlike direct sensorimotor interactions that occur within the

somatic sensorimotor subnetworks, themedial subnetworks pri-

marily mediate interactions between the sensory and higher-or-

der association areas. The first medial subnetwork serves

to transmit sensory information from the visual, auditory, and so-

matic sensory (SSp-ll /tr and SSp-bfd.cm) areas to the ORBvl

and is organized differently than the sensorimotor subnetworks.

All of the sensory areas directly connect with the ORBvl through

multiple parallel pathways. Each of these areas is also con-

nected with higher-order association areas like the RSPd,

RSPagl, RSPv, PTLp, ACAd, and ACAv, within which sensory

inputs can be integrated prior to reaching the ORBvl. Almost

all cortical areas in this network (ORBvl, ACA, RSP, PTLp) have

been implicated in orientating and coordinating movements of

the eyes, head, and body in object searching tasks and spatial

navigation (Feierstein et al., 2006; Bucci, 2009; Vann et al.,

2009; Weible, 2013).

The second medial subnetwork is topologically distinct from

the first in that it successively transmits information from the

SUBd to the RSPv to the ACAv and then to the ILA, PL, and

ORBm. This multisynaptic subnetwork may provide a structural

basis for relaying information processed in the dorsal hippocam-

pus and SUBd, perhaps regarding spatial orientation, naviga-

tion, and episodic memory, to the medial prefrontal cortex

(Vann et al., 2009; Fanselow and Dong, 2010; Weible, 2013).

The lateral subnetworks represent a point of massive conver-

gence in the cortex. Interactions are centered on twomajor com-

ponents: the AI in the anterolateral insula subnetwork, and the

TEa/PERI/ECT complex in the posterolateral temporal subnet-

work. Each receives input from, and projects back to, an exten-

sive number of cortical areas. For example, the anterolateral

insular subnetwork integrates gustatory, visceral, and olfactory

information, while the posterolateral temporal subnetwork pro-

cesses more visual, auditory, somatosensory, and motor infor-

mation. Both subnetworks then transfer this information rostrally

to the medial prefrontal cortex and caudally to the ENTl. These

connectivity patterns may support the proposed role of the

AI in self-awareness of internal states (Craig, 2009) and the

role of the TEa/PERI/ECT in perception, object recognition,

and contextual memory associated with emotion (Winters

et al., 2008; Aggleton et al., 2010).

Interactions among the Subnetworks
Importantly, several regions of the cortex potentially serve as

sites for subnetwork interaction. The PFCdl receives a conflu-

ence of information from all four somatic sensorimotor subnet-

works. The PFCvm receives convergent inputs from the medial

and lateral subnetworks and provides an interface for integrating

or communicating information regarding external stimuli (such as

visual, auditory, somatic sensory) and internal stimuli (such as

visceral and gustatory information). The CLA provides another

means by which the medial, lateral, and even the somatic sen-

sory subnetworks may directly interact. Both the PFCvm and

CLA are directly interconnected with the ENTl, which further re-

ceives massive, highly integrated sensory information from the

two lateral subnetworks. Through the ENTl, this information

Figure 5. The Lateral Subnetworks

(A) Sagittal view of the major components of two lateral subnetworks: the anterolateral insular (including the AId, AIv, AIp, VISC, GU) and posterior temporal

(including TEa, ECT, PERI). These two interconnected subnetworks are also connected with olfactory (e.g., PIR) and medial prefrontal (mPFC) areas and with the

ENTl. TEa in particular forms extensive connections with much of the rest of the neocortex (gray arrows).

(B) Distinct projection patterns of the anterior agranular areas (PHAL injections involved both AId and AIv, left panel) and AIp (right panel) with themPFC areas (PL,

ILA, DP), posterior temporal areas (TEa, ECT, PERI), and ENTl. The AIp targets more ventral structures inmPFC andmore heavily innervates the central nucleus of

the amygdala (CEA). Scale bars, 500 mm.

(C) Map of neuronal inputs to (left) and output from (right) the TEa, which are arranged topographically along the rostrocaudal direction. Note: these pathways are

aggregated from six coinjections made into different parts of the TEa from rostral (red) to caudal (blue) direction (top most sagittal image, numbers relative to

bregma in mm). Retrogradely labeled neurons are indicated as colored dots and demonstrate the layer-specific origin of cortical projections to TEa. Axonal

pathways arising from TEa (outputs) are rendered as shaded areas of color.

(D) Raw image of retrograde labeling (FG, yellow) following injection in TEa. Cells are distributed extensively across numerous cortical regions following a single,

small injection, suggesting a high level of convergence. Bottom left panel shows close up of layer specificity in somatosensory barrel field, with most cell bodies

residing in layers 2/3, 5a, and some layer 6. Fluorescent Nissl inverted (right) to aid in discriminating layers. Layer 4 ‘‘barrels’’ indicated with arrow. Scale bars,

500 mm (top) and 200 mm (bottom).

(E) Raw image of coinjection in TEa. Fibers are predominately ipsilateral, but retrogradely labeled inputs are evenly distributed across both hemispheres. See right

panel, middle, comparing labeling in contralateral and ipsilateral MOs.

Scale bars, 1 mm (top right), 200 mm (middle), 500 mm (bottom). See also Figure S7.

1106 Cell 156, 1096–1111, February 27, 2014 ª2014 Elsevier Inc.



(legend on next page)

Cell 156, 1096–1111, February 27, 2014 ª2014 Elsevier Inc. 1107



may reach the hippocampus, amygdala, and olfactory cortical

areas, or be routed directly back to the medial prefrontal cortex

(Figure 7C). In addition, the ENTl is also the starting point of the

classic trisynaptic circuit that transfers information to the hippo-

campus, which may ultimately reach one of its main output tar-

gets, the SUBd (Witter, 2007), to re-enter the medial network

through its projections to RSPv. Consequently, through the pre-

frontal cortex, ENTl, and CLA, information has the potential to be

represented and communicated throughout the limbic loop sur-

rounding the entire neocortex (Figure 7C).

CONCLUSIONS AND PERSPECTIVE

In conclusion, we and other groups have demonstrated the

feasibility of producing and collecting large-scale connectivity

data (Osten and Margrie, 2013; Pollock et al., 2014); however,

interpretation of this wealth of anatomical data presents an

ongoing challenge. This resource provides a reference for deter-

mining the complete set of inputs and outputs for a given cortical

region and for implicating it in a broader network context. Any of

these long-range interactions may be validated at the synaptic

level using transsynaptic viral tracing and may be further

investigated to determine cell-type-specific connections using

methods such as channelrhodopsin-assisted circuit mapping

(Luo et al., 2008; Osakada et al., 2011; Petreanu et al., 2009).

Moreover, these projections may be assessed functionally using

available optogenetic techniques that allow one to measure the

circuit level or behavioral consequences of manipulating a given

pathway within a neural network (Yizhar et al., 2011).

EXPERIMENTAL PROCEDURES

Data Generation, Collection, and Online Presentation

All experimental procedures have been described previously (Hintiryan et al.,

2012). In brief, double coinjections of tracers were made into different areas

of the entire neocortex, hippocampus, olfactory cortical areas, and amygdala

of 8-week-old male C57Bl/6J mice. PHAL (2.5%; Vector Laboratories)

and CTb (647 conjugate, 0.25%; Invitrogen) were coinjected, while BDA

(FluoroRuby, 5%; Invitrogen) was injected in combination with FG (1%; Fluoro-

chrome, LLC). One week was allowed for tracer transport after which animals

were perfused and their brains extracted. All brains were sliced at 50 mm thick-

ness using a Compresstome (VF-700, Precisionary Instruments, Greenville,

NC). One series of sections was stained for PHAL using Alexa Fluor 488

(Invitrogen). All sections were counterstained with a fluorescent Nissl stain,

NeuroTrace 435/455 (NT; 1:1000; Invitrogen). The sectionswere thenmounted,

coverslipped, and scanned as high-resolution virtual slide image (VSI) files

using an Olympus VS110 high-throughput microscope. The VSI files were con-

verted to tiff format prior to being registered. Following registration and regis-

tration refinement pipelines, the NeuroTrace fluorescent Nissl was converted

to bright-field. Next, each of the five channels for every image was adjusted

for brightness and contrast to maximize labeling visibility and quality in

iConnectome. Following final modifications (i.e., skewness, angles) and

JPEG2000 file format conversions, images were published to iConnectome.

For more details on experimental procedures, see Supplemental Information.

Data Annotation and Construction of Cortical Connectivity Matrices

and Connectivity Map

Currently, informatics tools that automatically and precisely identify fine

anatomic boundaries in histological brain sections are nonexistent. Conse-

quently, analysis of the data necessitatesmanual annotation to index anatomic

locations and semiquantitative strengths of labeled cortico-cortical pathways.

Analysis is performed in two formats. The first is for the purpose of construct-

ing a comprehensive connectivity database and is comprised of an excel sheet

that indexes anatomic locations and corresponding semiquantitative densities

of labeling (PHAL-labeled axons/terminal boutons; CTb- and FG-labeled

neurons). These data were used to generate connectivity matrices (see Sup-

plemental Information). The second method consists of manually rendering

the observed labeling patterns using Adobe Photoshop. Each pathway is

rendered in a separate layer and all layers across all experiments are stacked

to allow for a composite view of labeling trends.

SUPPLEMENTAL INFORMATION

Supplemental Information includes Extended Experimental Procedures, seven

figures, and two tables and can be foundwith this article online at http://dx.doi.

org/10.1016/j.cell.2014.02.023.
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Figure 6. The CLA and ENTl

(A) Axonal projections arising from the CLA are distributed throughout the entire neocortex and ENTl on the ipsilateral hemisphere. Note: these axons display

different regional and laminar distribution specificity (on right panel) Scale bars, 1 mm (left), 500 mm (top right), 200 mm (bottom).
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provide strong, direct input to ENTl, further supported by retrograde data in (G). These data also confirm the CLA is a specific source of input to ENTl (G, middle).

Scale bars, 1 mm (F, top left and G, left), 500 mm (F, bottom and G, middle), 100 mm (F, top right).
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Figure 7. Interactions with Prefrontal Cortex

(A and B) Cumulative projections from components of the somatic sensorimotor, lateral, and medial networks in two representative coronal sections of the

prefrontal cortex (PFC). Collectively these represent inputs from the entire neocortex to the PFC. Inputs were color coded based on the location of the injection

sites in different components of the network (A). For example all primary motor projections arising from multiple injections along the length of this structure were

(legend continued on next page)
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SUMMARY

Tissue-resident macrophages are highly heteroge-
neous in terms of their functions and phenotypes
as a consequence of adaptation to different tis-
sue environments. Local tissue-derived signals are
thought to control functional polarization of resident
macrophages; however, the identity of these signals
remains largely unknown. It is also unknown whether
functional heterogeneity is a result of irreversible
lineage-specific differentiation or a consequence of
continuous but reversible induction of diverse func-
tional programs. Here, we identified retinoic acid
as a signal that induces tissue-specific localization
and functional polarization of peritoneal macro-
phages through the reversible induction of transcrip-
tion factor GATA6. We further found that GATA6 in
macrophages regulates gut IgA production through
peritoneal B-1 cells. These results provide insight
into the regulation of tissue-resident macrophage
functional specialization by tissue-derived signals.

INTRODUCTION

Macrophages are among the most multifunctional and heteroge-

neous cell types, present in virtually every mammalian tissue,

where they monitor local environment and maintain homeostasis

(Davies et al., 2013; Hume et al., 1983; Wynn et al., 2013). They

express a broad array of sensingmolecules, including scavenger

receptors, pattern recognition receptors, nuclear hormone re-

ceptors, and cytokine receptors, which allows macrophages to

monitor tissue microenvironments and act as sentinel cells for

infection and tissue damage. In addition, macrophages perform

many tissue-specific functions, which is reflected in their

phenotypic diversity. Thus, alveolar macrophages, Kupffer cells,

microglia, andosteoclasts all have specialized functions andphe-

notypes, suggesting that local tissue-derived signals may control

the development of tissue-specific phenotypes (Gordon and Tay-

lor, 2005; Murray and Wynn, 2011). However, with some excep-

tions (Boyle et al., 2003), these signals remain largely unknown.

It is also increasingly appreciated that distinct transcriptional

master regulators control the development of tissue-specific

macrophage phenotypes (Gautier et al., 2012). Several exam-

ples of transcription factors that dictate tissue-specific transcrip-

tion programs in macrophages have been reported, and the

deletion of these transcription factors resulted in the ablation

of particular tissue macrophage subsets (Kohyama et al., 2009;

A-Gonzalez et al., 2013; Takayanagi et al., 2002), suggesting

their involvement in the differentiation of the corresponding

macrophage populations. In addition, mature macrophages

can undergo functional polarization in response to environmental

signals (Stout et al., 2005). Two well-appreciated macrophage

polarization programs are classically activated (M1) and alterna-

tive activated (M2) macrophages that are induced by different

stimuli such as LPS+IFNg and IL-4, respectively (Biswas and

Mantovani, 2010; Gordon and Martinez, 2010). Transcription

factors, including STAT1, STAT6, C/EBPb, IRF-4, IRF5, and

PPARg, have been shown to regulate transcription programs

that control M1/M2 macrophage polarizations (Lawrence and

Natoli, 2011). It is also increasingly appreciated that many other

functional polarization programs of macrophages likely exist,

which may be expressed in either an inducible or constitutive

and tissue-specific manner. However, the signals and transcrip-

tion factors that control most of these programs remain to be

defined.

In principle, tissue-specific phenotypes of macrophages (or

any other cell type) can be generated by hard-wired, irreversible

differentiation programs that are controlled by lineage-specific

master regulators. Alternatively, they can be based on functional

polarization programs, which are reversible and inducible on

demand, analogous toM1 andM2polarizations. In the latter sce-

nario, one can expect that multiple transcriptional regulators

may be induced to control specific functional programs at times

and places specified by diverse functional requirements in

different tissues.

Macrophages of the mouse peritoneal cavity are among the

best-studied tissue macrophage in terms of cell biology and in-

flammatory responses (Cain et al., 2013). However, the tissue-

specific function of macrophages in this site remains poorly

defined. Peritoneal cavity is a unique body compartment for

B-1 cell distribution. B-1 cells are a subtype of B cells that ac-

count for 35%–70% of B cells in peritoneal cavity, whereas

they are almost absent in lymphoid tissues (0.1%–2%) (Baum-

garth, 2011). Peritoneal B-1 cells generate the majority of the

natural IgM antibodies, including antibody specific for phosphor-

ylcholine (PC). B-1 cells thus constitute a key component of early
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immune responses to pathogens. Additionally, B-1 cells in peri-

toneal cavity continuously migrate to intestinal lamina propria,

where they give rise to IgA-secreting cells (Baumgarth, 2011;

Fagarasan et al., 2010). The tissue-specific role of macrophages

in body cavity immunity is not clear in terms of B-1 cell regulation.

However, CXCL13, a chemokine that is essential for B-1 cell

migration to peritoneal cavity, is abundantly expressed by perito-

neal macrophages (Ansel et al., 2002), suggesting that peritoneal

macrophages may have a pivotal role in B-1 cell regulation.

Here, we used peritoneal macrophage as an experimental

model to investigate the tissue-specific functions and external

cues that control their specific gene expression program. Based

on the whole-genome gene expression analysis comparing

six tissue-resident macrophages, we identified zinc finger tran-

scription factor GATA6 as a regulator of a tissue-specific gene

expression program in peritoneal macrophages. GATA6 controls

anatomical localization of peritoneal macrophages, but not their

development. In addition, we found that GATA6 expression and

other peritoneal macrophage-specific gene expression pro-

grams are induced by local tissue-derived retinoic acid. Lastly,

we show that GATA6 in peritoneal macrophages regulates

gut IgA response mediated by peritoneal B-1 cells. Together,

our study provides new insight into the mechanism of generation

of tissue macrophage diversity.

RESULTS

Identification of GATA6 in Peritoneal Macrophages
The aim of the study was to characterize tissue-derived signals

that control diversity of macrophage phenotypes. To address

this, we first examined gene expression profiles of tissue-resi-

dent macrophages. We purified macrophages from peritoneal

cavity, lung, liver, spleen, intestine, and adipose tissue from

C57BL/6 mice (Figure S1A available online), and whole-genome

gene expression was determined by DNAmicroarray (Figure 1A).

Microarray analysis revealed diversity of tissue macrophages in

terms of gene expression (Figure S1B).

Consistent with the previous study (Gautier et al., 2012), we

found that zinc finger transcription factor GATA6 is uniquely

expressed at a high level in peritoneal macrophages compared

to tissue-derived, bone-marrow-derived (BMDM) and fetal-

liver-derivedmacrophages (Figure 1B). Previous studies showed

that transcription factors NFATc1 and Spic, which regulate tis-

sue-specific transcription programs in osteoclast and splenic

red pulp macrophages, respectively, had restricted expression

among tissue macrophages (Kohyama et al., 2009; Takayanagi

et al., 2002), suggesting that GATA6 may control peritoneal

macrophage-specific gene expression. Mouse peritoneal mac-

rophages are made up of two subsets (Ghosn et al., 2010): large

peritoneal macrophages (LPMs) and small peritoneal macro-

phages (SPMs). LPMsmake up themajority of peritoneal macro-

phages and express high levels of F4/80 but low MHC class II

(MHC-II); SPMs express lower F4/80 but high levels of MHC-II

(Figure 1C, left and middle). The expression of GATA6 in LPMs

had bimodal distribution (Figure 1C, lower-right), but it was negli-

gible in SPMs, thioglycollate-induced peritoneal macrophages

(Thio-pMacs), and neutrophils (Figures 1C, lower-right, and

1D). In contrast, mRNA of chemokine receptorCcr2, which plays

a critical role in monocyte recruitment during inflammation (Kur-

ihara et al., 1997), was highly expressed in SPMs (Figure S1C).

The cell number of SPM, but not of LPM, was significantly

reduced in peritoneal exudate from Ccr2 KO mice (Figures

S1D and S1E), suggesting that the majority of SPMs are origi-

nated from inflammatory monocyte population.

To examine the role of GATA6 in peritoneal macrophages, we

crossed Gata6-floxed mice with LysM-cre mice (with macro-

phage and neutrophil specific Cre expression) to establish mice

specifically deficient for Gata6 gene in macrophage lineage

(Mac-Gata6 KO), as neutrophils do not express GATA6 (Clausen

et al., 1999; Sodhi et al., 2006). Mac-Gata6 KO mice developed

LPMs in peritoneal cavity with reduced F4/80 expression

(Figure 1C). Furthermore, the number of LPMs, but not SPMs,

harvested from peritoneal exudate was greatly reduced in Mac-

Gata6KOmice (Figure 1E). This was consistent with ex vivo anal-

ysis of mice genetically labeled with Yfp reporter for macrophage

lineage (LysM-Cre;R26-stop-Yfp), which revealed reduction in

the numbers of macrophages on parietal peritoneal membrane

ofMac-Gata6KOmice (Figure S1F). Despite the dramatic reduc-

tion in LPMnumbers, their proliferative statuswasnot affected by

GATA6 deficiency (Figure S1G). In addition, blood leukocyte

counts were normal in Mac-Gata6 KO mice (Figure S1H).

Immunofluorescence analysis of peritoneal exudate cells from

control mice demonstrated restricted expression of GATA6 pro-

tein in macrophages and its absence in Mac-Gata6 KO mice

(Figure 1F). The elimination of GATA6 protein in LPMs of Mac-

Gata6 KO mice was also confirmed by flow cytometry (Figures

1C, lower-right), whereas truncated Gata6 mRNA, which lacks

the targeted region, exon 2, was comparably detected in LPMs

of Mac-Gata6 KOmice (Figure 1G). These results further confirm

that GATA6 is not essential for LPM development.

GATA6-Dependent Tissue-Specific Gene Expression
Program
We next determined the role of GATA6 in gene regulation of

peritoneal macrophages. DNA microarray identified genes

suppressed in Mac-Gata6 KO peritoneal macrophages, many

of these genes being specific to peritoneal macrophages in

WT mice (Figure S2A). To determine the role of GATA6 in the

peritoneal macrophage-specific gene expression program, we

selected 44 genes that had expression of at least 5-fold higher

in peritoneal macrophages compared to all five other tissue

macrophages studied here (Figure 2A). We provisionally termed

these genes peritoneal macrophage-specific genes (PMSGs).

Microarray analysis revealed that Mac-Gata6 KO peritoneal

macrophages strongly downregulated the expression of 39%

(17 out of 44 genes) of PMSGs (Figure 2A), which was further

confirmed by quantitative PCR (Figures 2B and 2C). In contrast,

the rest of PMSGs had comparable expression inMac-Gata6KO

macrophages (Figures 2B, 2C, S2B, and S2C). Consistently, the

reduction of protein expression of CD62P, CD49f, and CD73

was detected in Mac-Gata6 KO LPMs, whereas that of CD102

was intact (Figure 2D). These findings indicate that GATA6 is

essential for the induction of a subset of PMSGs. Furthermore,

retroviral transduction of Gata6 into fetal-liver-derived macro-

phages induced the expression of GATA6-dependent PMSGs

such as Serpinb2, Cd62p, Thbs1, Tgfb2, and Ltbp1 (Figure 2E),
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indicating that GATA6 regulates these genes in a cell-autono-

mous manner.

Retinoic Acid Regulates PMSG Program
We next addressed the extracellular signal(s) inducing the

expression of PMSGs including GATA6. We found that perito-

neal macrophages had an abundant expression of retinoic

acid nuclear receptor RARb (Figures 2A, S2B, and S2C). We

also found the presence of retinoic acid response elements

(RAREs) in the putative regulatory region of Gata6 gene (within

1 kb 50 to the transcription start site) (Figure 3A). Rarb and

Figure 1. Identification of GATA6 in Perito-

neal Macrophages

(A) Heatmap displaying hierarchical clustering re-

sults from microarray expression data derived

from tissue macrophages. Expression levels were

normalized by that of BMDM and expressed by

relative values (log-2). Genes whose signal was

under detection limit were excluded, and 17,513

genes were shown.

(B) Tissue macrophages and in-vitro-cultured

macrophages were determined for Gata6 mRNA

by quantitative PCR and were expressed as rela-

tive values normalized by Gapdh mRNA (n = 1).

Graph is representative of two independent

experiments.

(C) (Left and middle) Flow cytometry analysis for

macrophage subsets in peritoneal exudate cells of

controls and Mac-Gata6 KOmice. (Right) Staining

of GATA6 protein in SPMs and LPMs.

(D) Quantitative PCR analysis for Gata6 mRNA

in LPMs, SPMs, Thio-pMacs, and neutrophils

(n = 3–12).

(E) Numbers of total cells, LPM, SPM, B-1 cell, and

B-2 cell in peritoneal exudate cells from controls

and Mac-Gata6 KO mice (n = 6–12). Data were

pooled from three independent experiments with

similar results.

(F) Immunofluorescence microscopy of peritoneal

exudate cells from control and Mac-Gata6 KO

mice stained for CD11b, DAPI, and GATA6. Scale

bar, 10 mm.

(G) Quantitative PCR analysis of LPMs for

Gata6 mRNA targeting exons 2–3 and exon 7

(n = 6–12).

Errors bars represent SD. **p < 0.01, ****p <

0.0001. N.S., not significant. See also Figure S1.

two other GATA6-independent PMSGs,

Rai14 and Arg1, were shown to be

induced by retinoic acid in other cell

types (Chang et al., 2013; de Thé et al.,

1990; Kutty et al., 2001). Furthermore,

the link between retinoic acid and

GATA6 was previously described,

though the exact molecular mechanism

was unclear (Capo-Chichi et al., 2005;

Mauney et al., 2010). Collectively, this

suggested a possibility that retinoic

acid in peritoneal macrophages may

control expression of Gata6- and GATA6-dependent genes,

as well as other PMSGs.

To test whether retinoic acid could activate the Gata6 gene,

genomic DNA covering 1 kbp upstream fromGata6 transcription

start site was cloned into luciferase reporter plasmid (Figure 3A).

The reporter constructs were transfected into 3T3 cells together

with RARb expression plasmid, and the cells were stimulated

with all trans-retinoic acid (ATRA), which is the most abundant

form of retinoic acid in vivo. Reporter activity of WT promoter

was increased about 4-fold post-ATRA stimulation, whereas

mutations in either or both RAREs reduced or eliminated the
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reporter activity, respectively (Figure 3B). We next treated freshly

isolated peritoneal macrophages with pan-retinoic acid receptor

inverse agonist BMS493 to determine whether blocking reti-

noic acid signaling affected PMSG induction. Interestingly, the

expression of Gata6 and several GATA6-independent PMSGs

(Rarb, Rai14, Arg1, and Fn1) was significantly suppressed by

BMS493 (Figure 3C). To further explore the role of retinoic acid

signal in PMSG induction, we carried out in vivo depletion of

vitamin A, which is the precursor of retinoic acid, from mice. In

the previous study, mouse breeding on vitamin-A-depleted diet

was shown to result in a steady decline of serum vitamin A.

At 6 weeks of age, it is <50%of control value; at 8 weeks, < 20%;

and at 11 weeks, < 10% (Smith et al., 1987). Six-week-old

vitamin-A-depleted (VAD) mice had a comparable or slightly

reduced number of peritoneal macrophages to control diet fed

mice. The expression of Gata6 mRNA was significantly downre-

gulated in peritoneal macrophages from 6-week-old VAD mice,

whereas ATRA treatment recovered the expression (Figure 3D).

In addition, the mRNA expression of Saa3, Lrg1, Arg1, and

Fn1 was significantly suppressed in peritoneal macrophages

from 6-week-old VAD mice (Figure 3E). ATRA stimulation also

induced the expression of PMSGs (Rarb, Rai14, Arg1, and

Fn1). These results indicate that retinoic acid inducibly and

reversibly regulates gene expression of GATA6 and other

PMSGs in peritoneal macrophages.

Longer periods of vitamin A deprivation (9 and 12 week old

ages) showed further reduction of GATA6 expression in LPMs

(Figure 4A). In a delayed fashion, downregulation of CD102

and CD11b, which are GATA6-independent PMSGs (Figures

2A–2C), was also observed (Figures 4B and 4C). In addition, peri-

toneal exudate cells from VAD mice revealed age-dependent

reduction in the frequencies and numbers of LPMs (Figures 4C

and 4D). In contrast, CD11b-F4/80 intermediate population

started appearing at 9 weeks of age (Figures 4C and 4E). Flow

Figure 2. GATA6-Dependent PMSG Induction
(A) Heatmap of mRNA expressed at least five times over in peritoneal macrophages relative to their expression in all other tissuemacrophages. Expression levels

were shown as relative values normalized by that of BMDM. Note that apparent expression ofGata6mRNA is due to the hybridization region (exon7) of microarray

probe (refer to Figure 1G).

(B and C) The mRNA expression of the indicated genes in tissue macrophages (B, representative of two independent experiments) and LPMs of littermate

controls and Mac-Gata6 KO mice (C, n = 6–12) was determined by quantitative PCR and is expressed as a relative value to Gapdh mRNA.

(D) Expression of indicated proteins in LPMs was analyzed by flow cytometry. Green, control; red, Mac-Gata6 KO; dotted line, unstained control.

(E) mRNA expression of the indicated genes was determined in fetal liver-derived macrophages after retrovirus-mediated transduction of Gata6 (n = 3).

Error bars represent SD. *p < 0.05, ***p < 0.001, ****p < 0.0001. N.S., not significant. See also Figure S2.
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cytometry and morphological analyses revealed that this popu-

lation consists of at least three cell types: eosinophils (P1), mac-

rophages (P2), andmonocytes (P3) (Figure 4E). P2macrophages

displayed similar protein expression profiles with SPMs in terms

of GATA6, CCR2, CD102, and MHC-II (Figure 4F), suggesting

that continuous vitamin A deprivation results in recruitment of in-

flammatory macrophages. Indeed, further vitamin A deprivation

(18 weeks old) significantly increased peripheral neutrophils

(Figure S3), consistent with the previous study (Kuwata et al.,

2000). Because it has been reported that peritoneal inflammation

induces the disappearance of macrophages from peritoneal

cavity, a phenomenon known as macrophage disappearance

reaction (MDR) (Barth et al., 1995), these results suggest

that long-term vitamin A deprivation, in addition to control of

GATA6 expression, can lead to LPM disappearance through

inflammation.

Although some tissues had severely reduced their size (e.g.,

lung and adipose tissue) at the late stage of vitamin A depriva-

tion, frequency of tissue macrophages in the spleen and small

intestine was comparable to that of mice bred on control diet

Figure 3. Activation of Gata6 Gene and

Other PMSGs by Retinoic Acid

(A) Schematic diagram of Gata6 promoter con-

structs. Sequences of consensus retinoic acid

response elements (RAREs) and putative RAR-

binding regions in WT and mutants promoters

were shown. Asterisks indicate positions of puta-

tive RAREs, and mutated nucleotides were shown

by red. Numbers indicate position from Gata6

transcription start site.

(B) 3T3 cells were transfected with GATA6 reporter

plasmids and expression plasmids for RARb and

were then stimulated with 1 mM ATRA for 6 hr. The

luciferase activities are shown as relative values

(n = 3).

(C) Peritoneal macrophages were cultured in

the presence or absence of 1 mMBMS493 for 6 hr.

The expression of PMSGs was determined by

quantitative PCR (n = 3).

(D and E) Peritoneal macrophages from 6-week-

old mice bred with control diet or VAD were

stimulated with 1 mM ATRA for 6 hr (D) or 24 hr (E),

and then the expression of indicated genes was

quantified (n = 3).

Error bars represent SD. *p < 0.05, **p < 0.01,

***p < 0.001, ****p < 0.0001. N.S., not significant.

(Figure S3), indicating that early macro-

phage differentiation was not affected

by vitamin A deprivation.

Macrophage Accumulation in
Omenta of Mac-Gata6 and VAD
Mice
Most of the vitamin A in the body is

stored in liver as transcriptionally inactive

metabolites (e.g., retinyl esters) and is

continuously deployed into circulation

(Hall et al., 2011). Vitamin-A-mediated

transcriptional activation requires local conversion of these inac-

tive vitamin A metabolites into biologically active retinoic acid

(Duester, 2008; Gudas, 2012). The expression of neither Gata6

nor retinoic-acid-inducible genes (Rarb andRai14) was detected

in circulating leukocytes, including monocytes (Figures S4A and

S4B), suggesting that LPMs or their precursor cells (if they orig-

inate from circulating progenitors) receive retinoic acid signal

after recruitment into peritoneal cavity or its associated tissues.

Retinoic-acid-converting enzymes are abundantly expressed

in peritoneum-associated adipose tissue, omentum, which is

formed by a double layer of mesothelial cells that connects the

stomach, pancreas, spleen, and colon (Maruya et al., 2011 and

Figure 5A, left). Indeed, Raldh2, which is the rate-limiting enzyme

for the last step of retinoic acid synthesis (retinaldehyde to

retinoic acid) (Gudas, 2012), is highly expressed in omentum

compared to other tissues (Figure 5B), suggesting a high local

concentration of retinoic acid at this anatomical location.

Omentum contains at regular intervals opaque structures

called milky spots, which are clusters of leukocytes such as

B-1 cells (Figure 5A, right) (Rangel-Moreno et al., 2009).
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Mac-Gata6 KO and 9-week-old VAD mice accumulated

CD11b+ macrophages around milky spots, as illustrated by

clusters of B cells marked by B220 signal, whereas relatively

few macrophages were detected in the omentum of control

mice (Figure 5C). Consistent with this observation, flow cytom-

etry analysis of omentum cells revealed increased frequency of

macrophages in Mac-Gata6 KO and VAD mice (Figure 5D, top).

Omentum macrophages expressed GATA6 protein in control

mice, but not in VAD or Mac-Gata6 KO mice (Figure 5D, bot-

tom). Together with the reduction in LPM numbers in peritoneal

lavage of Mac-Gata6 KO (Figure 1E) and VAD mice (Figure 4D),

these results indicate that GATA6 and retinoic acid maintain

macrophages in peritoneal cavity and that loss of these factors

results in the accumulation of macrophages in the omentum.

Moreover, omentum macrophages in VAD mice had reduced

expression of CD102 (Figure 5D), similar to LPMs in peritoneal

cavity (Figure 4B). Interestingly, administration of ATRA to

VAD mice restored the expression of GATA6 in omentum (Fig-

ure 5E), confirming inducibility of GATA6 by retinoic acid in

macrophages.

Intraperitoneal (IP) challenge with lipopolysaccharide (LPS)

induces MDR—macrophage disappearance from peritoneal

cavity (Figures 5F and S4C; Barth et al., 1995). We found that,

following LPS injection, GATA6+ macrophages rapidly accumu-

lated around milky spots in omentum (Figures 5C and 5D).

Macrophage interaction with mesothelial cells was proposed

to be a key step in MDR (Jonji!c et al., 1992). Consistent with

that, peritoneal macrophages from Mac-Gata6 KO mice had

enhanced interaction with mesothelial cells in vitro (Figure 5G),

as well as with tissue culture plastic (Figure S4D), suggesting

Figure 4. Essential Role of Vitamin A in PMSG Induction

(A and B) LPMs frommice fedwith indicated diets were analyzed for GATA6 (A) and CD102 (B). Green, control diet; red, vitamin-A-deficient diet (VAD); dotted line,

unstained control. The data are representative of at least three different mice in each group.

(C) Flow cytometry profiles of peritoneal exudate cells from 6-, 9-, and 12-week-oldmice bredwith control diet or VAD. The data are representative of 3–8 different

mice in each group.

(D) Numbers of total cells, LPM, P2 (SPM), B-1 cells, and B-2 cells in peritoneal exudate cells from 9-week-old control diet and VAD mice (n = 5). Error bars

represent SD. **p < 0.01, ***p < 0.001. N.S., not significant.

(E) (Top) Flow cytometric gating strategy for characterization of F4/80-CD11b intermediate population. (Bottom) Wright and Giemsa staining of each of sorted

subsets.

(F) P2 population in (E) and SPMs and LPMs from WT C57BL/6 mice were analyzed for GATA6, CCR2, CD102, and MHC-II by flow cytometry. The data are

representative of at least two different mice in each group.

See also Figure S3.
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that alteration of adhesion property might be involved in macro-

phage redistribution in Mac-Gata6 KO mice.

There were two possible explanations for the accumulation of

macrophages in the omenta in Mac-Gata6 KO and VAD mice.

One is that cell-extrinsic signals, such as constitutive peritoneal

inflammation, induce macrophage migration from peritoneal

cavity to omentum in these mice. This possibility is suggested

by the appearance of inflammatory macrophages (P2 or SPM)

in VAD mice (Figures 4E and 4F), but not in Mac-Gata6 KO

mice (Figure 1E). Another possibility is that GATA6 controls

macrophage localization in a cell-autonomous manner. As

bone marrow (BM) transfer could establish GATA6+ macro-

phage population in peritoneal cavity (Figure S4E), we examined

mixed BM chimeric mice to distinguish between these possibil-

ities. We prepared BM cells isolated from WT and Mac-Yfp/

Mac-Gata6 KO mice (LysM-Cre;R26-stop-Yfp; Gata6-floxed)

and cotransferred into lethally irradiated mice at the 1:1 ratio

(Figure 5H). Alveolar macrophages in lungs were observed to

maintain initial chimerism (50%) at 5 weeks post-BM transfer

(47.5% ± 3.2% for Mac-Gata6 KO). In contrast, Mac-Gata6

Figure 5. Accumulation of Macrophages in Omenta of Mac-Gata6 and VAD Mice

(A) (Left) Omentum was illustrated by intraperitoneal injection of black carbon particles. (Right) Paraffin section of omentum from WT mouse was stained with

hematoxylin and eosin (H&E). Clusters of leukocytes (milky spots) were indicated by arrows. Scale bar, 100 mm.

(B) Indicated tissues were determined for Raldh2 mRNA by quantitative PCR and were expressed as relative values normalized by Gapdh mRNA (n = 3).

(C) Milky spots of the omenta from control, Mac-Gata6 KO, 9-week-old VAD, and LPS-injected mice were stained as indicated color-coded lettering. Scale bars,

100 mm.

(D) (Top) Omental cells from indicated mice were analyzed by flow cytometry. (Bottom) Macrophage population in top panels (gated) was analyzed for GATA6.

Dotted line showed unstained control. Plots are representative of at least five different mice in each group.

(E) Macrophages from omenta of VAD- or ATRA-treated VAD mice were analyzed for GATA6. Histogram is a representative of two different mice in each group.

(F) Absolute cell numbers of LPMs present in the peritoneal exudate cells of indicated mice (n = 3) were counted 3 hr post-IP injection of saline or 10 mg of LPS.

(G) Peritoneal macrophages from indicated mice were cultured for 2 hr on monolayers of mesothelial cells. Percentage of cells adherent to mesothelial cells was

determined (n = 5).

(H) (Upper-left) Schematic of mixed bone marrow transfer. Bone marrow cells from CD45.2 WT and that from Mac-Gata6 KOmice in macrophage-specific YFP-

expressing strain (Mac-Yfp/Mac-Gata6KO) weremixed at a ratio of 1:1 andwere then injected into lethally irradiated CD45.1WT recipients. (Upper-right) Percent

chimerism of YFP+ macrophages in indicated tissues was shown (n = 4). (Bottom) Representative flow cytometry profiles for YFP were shown. YFP-positive

population was gated. Error bars represent SD. **p < 0.01, ****p < 0.0001.

See also Figure S4.
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KO macrophages greatly reduced frequency in peritoneal cavity

(17.6% ± 0.2%) but increased in omentum (62.0% ± 2.7%).

This indicates that the accumulation of macrophages in omen-

tum of Mac-Gata6 KO mice is caused by cell-autonomous

defect of macrophage phenotype. In addition, these results

suggest that macrophages receive retinoic acid provided by

omentum and migrate to peritoneal cavity in a GATA6-depen-

dent manner.

Coordinated Induction of PMSGs by Retinoic Acid and
Omentum-Derived Factor(s)
We next examined whether ATRA alone or together with other

local tissue-derived signals controls functional polarization

of peritoneal macrophages. We treated BMDMs with ATRA

and/or omentum culture supernatant (OMsup) as a source of

additional tissue-derived signals. OMsup was prepared with

serum-free medium, which did not contain any vitamin A metab-

olites. Genes induced by these stimuli were analyzed by micro-

array (Figure 6A). Interestingly, several GATA6-independent

PMSGs (Saa3, Lrg1, Arg1, and Prtn3) were strongly induced in

BMDMs stimulated with OMsup in the presence or absence of

ATRA. Quantitative PCR analysis revealed that some PMSGs

(Rarb, Rai14, and Apoc2) were induced by ATRA, whereas other

PMSGs (Saa3, Lrg1, and Hp) were induced by OMsup in a reti-

noic-acid-independent manner (Figures 6B, S5A, and S5B).

Furthermore, the induction of Arg1, Fn1, and Prtn3 genes was

only detected in the presence of both ATRA and OMsup. This

result suggests that the retinoic acid and omentum-derived fac-

tor(s) play a role, alone and in combination, to control distinct

subsets of PMSGs. In contrast to these GATA6-independent

PMSGs, Gata6 was not induced in BMDMs by either or both

ATRA and OMsup. In addition, it was also unclear why GATA6

was only expressed in LPMs, but not in SPMs and Thio-pMacs

that were present in peritoneal cavity, even though RAR mRNA

was expressed in these cells (Figure S5C). Histone 3 lysine 4

trimethylation (H3K4me3) is associated with transcriptionally

active or poised loci, whereas H3K27me3 is associated with

gene silencing (Kouzarides, 2007). The presence of H3K4me3

modification was detected in Gata6 locus of LPMs, whereas

BMDMs and Thio-pMacs had H3K27me3 modification (Figures

6C and S5D). This indicates that Gata6 locus of BMDMs and

Thio-pMacs is epigenetically silenced, which presumably ex-

plains why Gata6 and its target genes were not expressed in

these cell types.

The expression of Arg1 was remarkably induced by the

combination of retinoic acid and omentum factor(s). Although

Arg1 is one of the signature genes for IL-4/IL-13-induced M2

macrophage polarization, which is mediated by IL-4 receptor

Figure 6. Induction of PMSGs by Omentum Factor

(A) Heatmap of microarray signals upregulated at least five times by 1 mMATRA or OMsup stimulation compared to unstimulated sample and upregulated at least

three times by a combination of ATRA andOMsup compared to individual stimulations after 24 hr. Expression levels were shown as fold induction to unstimulated

BMDMs and were expressed by relative values (log-2).

(B) BMDMs were cultured with 1 mM ATRA and/or OMsup for 24 hr. The expression of indicated genes was analyzed by quantitative PCR and expressed as

relative values normalized by Gapdh mRNA (n = 3).

(C) LPMs (yellow) and BMDM (blue) were analyzed by ChIP for Gata6 loci without antibody (circle) or with antibodies against H3K4me3 (diamond) or H3K27me3

(square). The data are represented as %input. The x axis depicts probe location on each loci relative to the transcription start site.

Error bars represent SD. **p < 0.01, ****p < 0.0001. See also Figure S5.
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a subunit (IL4Ra) and STAT6 (Chawla et al., 2011), the expres-

sion of Arg1 in peritoneal macrophages was intact in Il4ra KO

and Stat6 KO mice (Figure S5E). Consistent with this, the M1

(Nos2) and M2 (Cd206, Retnla, Chi3l3, and Chi3l4) marker

genes were differently expressed across different tissue macro-

phages (Figure S5F).

GATA6 in Macrophages Controls Gut IgA Response
We next asked whether the retinoic acid-GATA6 pathway con-

trols peritoneal macrophage-specific functions and what these

functions are. Among the genes that are highly and specifically

expressed in peritoneal macrophages in a GATA6-dependent

manner are Tgfb2; Ltbp1, which regulates extracellular matrix

deposition of TGF-b; and Thbs1, which promotes activation

of latent form of TGF-b (Fortunel et al., 2000) (Figures 2A–2C

and 2E). TGF-b and retinoic acid are the most prominent factors

inducing IgA class switching as well as gut-homing receptor

expression on the B cell (Hall et al., 2011; Roy et al., 2013). In

addition, peritoneal B-1 cells can give rise to IgA-secreting

plasma cells in the gut (Baumgarth, 2011; Mora and von Andrian,

2009). Therefore, we asked whether GATA6 in peritoneal macro-

phages plays a role in gut IgA production through peritoneal B-1

cell regulation. B-1 cells of peritoneal cavity are thought to

directly migrate into intestinal lamina propria and give rise to

IgA-secreting cells in a manner that is independent of gut-asso-

ciate lymphoid tissue (GALT) (Fagarasan et al., 2010; Uematsu

et al., 2008). Because B-2 cell IgA production can mask the

contribution of B-1 cells, we crossed Mac-Gata6 KO mice to

Rorc-deficient (Rorcgfp/gfp) mice, which lack secondary lymphoid

organs (Eberl et al., 2004). Deficiency of theRorc gene resulted in

a reduced but detectable amount of fecal IgA (Figure 7A). Mac-

Gata6 KO/Rorc KO mice had significantly reduced fecal IgA

compared to Rorc KO mice (Figure 7A), whereas serum natural

IgM-, IgA-, and PC-specific IgM were comparably detected

(Figure S6A). Consistent with this, the number of IgA+ cells in

the lamina propria was much fewer in Mac-Gata6 KO/Rorc KO

mice (Figures 7B and S6B). GATA6 deficiency did not affect peri-

toneal B-1 cell population (Figure S6C), and the expression of

LysM andGata6was not detected in peritoneal B-1 cells (Figures

S6D and S6E), indicating that a reduction in IgA production was

not due to B-1 cell-intrinsic alteration. Additionally, GATA6 pro-

tein in small intestine was only detected in intestinal epithelial

Figure 7. GATA6 in Macrophage-Dependent Regulation of Gut IgA

(A) Fecal supernatant from unimmunized indicatedmice (8 weeks old) were analyzed for IgA. Each point represents onemouse. Error bars represent mean values.

*p < 0.05. N.S., not significant.

(B) Immunohistochemistry analysis for small intestines of indicated mice. Red, IgA; blue, DAPI. Scale bars, 100 mm.

(C) Flow cytometry analysis of IgA-positive peritoneal B-1 cells cultured with or without LPMs from WT or Mac-Gata6 KO mice and recombinant TGF-b2 in the

presence of BAFF/LPS/ATRA for 4 days.

See also Figure S6.
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cells, but not in lamina propria cells, and the epithelial expression

was not affected in Mac-Gata6 KO mice (Figure S6F). This ex-

cludes the possibility of the contribution of lamina propria cells

(e.g., macrophages and dendritic cells) to the IgA phenotype.

Lastly, to determine the role of GATA6-dependent expression

of TGF-b in the generation of IgA, we examined coculture of peri-

toneal B-1 cells with LPMs. Peritoneal B-1 cells underwent IgA

class switching by coculture with WT LPMs in the presence of

ATRA (Figure 7C). Mac-Gata6 KO LPMs were deficient in the

generation of IgA+ B-1 cells, and this defect was restored by

the addition of recombinant TGF-b2. In contrast, GATA6 defi-

ciency in LPMs did not affect the expression of gut-homing

receptors (CCR9 and integrin-a4b7) on B-1 cells (Figure S6G).

These results indicate that GATA6 in peritoneal macrophages

is critical for GALT-independent IgA production by peritoneal

B-1 cells.

DISCUSSION

Although accumulating evidence highlights the diversity of

tissue-specific macrophage phenotypes, the extracellular sig-

nals that regulate specialized macrophage functions are largely

unknown. Here, we show how local tissue-derived signals,

including retinoic acid, control peritoneal macrophage-specific

transcriptional program. A transcription factor GATA6, which is

uniquely expressed in peritoneal, but not other macrophage

subsets, is induced by retinoic acid and controls a subset of peri-

toneal macrophage functions, including their compartmentaliza-

tion and control of IgA production by B-1 cells.

Previous studies showed the presence ofmacrophage precur-

sor cells in omentum (Daems and de Bakker, 1982), local prolif-

eration of omentum macrophages (Wijffels et al., 1992), and the

production of macrophage colony-stimulating factor (M-CSF) in

milky spot stromal cells (Ratajczak et al., 1987), suggesting that

omentum may serve as a site for peritoneal macrophage devel-

opment. Together with these earlier observations, a high level of

Raldh2 expression in omentum (Figure 5B) suggests that, during

macrophage development, omentum provides retinoic acid,

which is required for the efficient migration of macrophages to

peritoneal cavity through the induction of GATA6. In addition,

our data suggest that omentum provides not only retinoic acid,

but also additional factor(s) for the induction of a subset of

PMSGs (Figure 6B). Thus, multiple signals that are present in

the local tissue environment may control different gene expres-

sion programs in macrophages.

Although the expression of several PMSGs was induced

by ATRA, OMsup, or a combination of both factors in BMDMs

(Figures 6B and S5A), the induction of the Gata6 gene by any

of these signals was not detected in BMDMs, even though

hematopoietic progenitors that give rise to BMDMs can generate

GATA6-positive LPMs in vivo, as demonstrated by BM chimera

experiments (Figure S4E). Interestingly, we found the Gata6

locus to have silencing chromatin modifications (H3K27me3) in

BMDMs and inflammatory macrophages, whereas Gata6 locus

in LPMs has anH3K4me3mark associatedwith active chromatin

(Figures 6C and S5D). In multipotent progenitor stage, devel-

opmental genes are bivalently marked by H3K4me3 and

H3K27me3 and are thus primed for activation prior to differenti-

ation (Kraushaar and Zhao, 2013). As cells differentiate into

different lineages, these bivalent modifications resolve into

monovalent H3K27me3 or H3K4me3 modifications. Thus, our

findings suggest that induction of Gata6 gene in peritoneal mac-

rophages requires at least two steps. First,Gata6 locus is epige-

netically modified to remove the silencing histone modification

H3K27me3, making it competent for induction at the second

step, when omentum-derived ATRA induces Gata6 expression

through RAR. The signal involved in epigenetic modification of

Gata6 locus and the anatomical location where this signal is pro-

vided will need to be determined in future studies because this

mechanism may be applicable to other compartment-specific

cell differentiation pathways.

GATA6 has a bimodal expression in LPMs (Figure 1C). Inter-

estingly, the GATA6-high LPM population but not GATA6-low

population is positive for proliferation marker Ki67 (Figure S1G),

suggesting that GATA6-high LPMs might reflect newly migrated

population from omentum after proliferation. GATA6 target

gene(s) responsible for macrophage localization in peritoneal

cavity and chemoattractive signal that might regulate macro-

phage egress from omentum (if such signals exist) remain to

be identified.

Previous studies identified transcription factors that control

tissue specific transcription programs in macrophages. How-

ever, as the deficiency of these transcription factors resulted in

the disappearance of corresponding macrophage subsets

from tissues, it was not possible to determine the role of these

transcription factors in the tissue-specific gene regulation. In

this study, we found that PMSGs fall into GATA6-dependent

and GATA6-independent subsets. Thus, tissue-specific macro-

phage phenotypes can be defined by a combination of multiple

transcription factors, each controlling different functional pro-

grams. For example, high expression of transcription factors

RARb and NFE2 was detected in peritoneal macrophages (Fig-

ures 2B and S2B), suggesting that these transcription factors

may have a role in GATA6-independent gene regulation. Impor-

tantly, we found that GATA6 is not essential for the development

of peritoneal macrophages but is required for their maintenance

in the proper tissue compartment. Thus, some macrophage

subset-specific transcription factors and associated gene

expression programs can control macrophage localization and

maintenance in a particular tissue compartment, rather than

macrophage development.

Tissue macrophages are derived from two sources. Tradition-

ally, all tissuemacrophages have been considered to derive from

circulating monocytes originated from hematopoietic stem cells

(Gordon and Taylor, 2005). Recent studies uncovered that a

substantial portion of tissue macrophages arises from yolk sac

during embryogenesis, and these cells are maintained by local

proliferation (Ginhoux et al., 2010; Schulz et al., 2012). Together

with the previous report (Schulz et al., 2012), our data would

suggest that LPMs are most likely yolk sac derived. However,

our BM transfer experiment showed that hematopoietic-stem-

cell-derived macrophages are also able to express GATA6 in

peritoneal cavity. Although the details of the origin of LPMs will

need to be established further, the data so far suggests that

a GATA6-driven program can generate LPMs from either yolk

sac or hematopoietic progenitors.
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Vitamin A deficiency is an important public health problem in

humans, particularly in developing countries, where it is associ-

ated with increased susceptibility to gastrointestinal and lung

infections, poor response to vaccination, increased HIV patho-

genesis, and overall increased mortality, especially in children

(Cassani et al., 2012). Vitamin A can modulate the function

and development of many immune cell types, including T cells

(Iwata et al., 2004; Mucida et al., 2007), B cells (Mora et al.,

2006), dendritic cells (Coombes et al., 2007), innate lymphoid

cells (Spencer et al., 2014), and B-1 cells (Maruya et al., 2011).

Our study provides additional insights into retinoic acid function

in the immune system. Specifically, retinoic-acid-dependent

GATA6-TGF-b induction in peritoneal macrophages regulates

B-1 cell-mediated gut IgA production. Previous studies showed

that TGF-b can be provided by dendritic cells and stromal cells in

intestinal lamina propria for IgA class switching in peritoneal B-1

cells (Fagarasan et al., 2010). It will be interesting to determine

the contribution or distinct roles of LPM-derived and lamina

propria cell-derived TGF-b in the generation of intestinal IgA. It

is possible that the preferential IgA class-switching property of

peritoneal B-1 cells (Kaminski and Stavnezer, 2006; Roy et al.,

2013) is mediated by the priming effect of TGF-b2 provided

from LPMs. B-1 cell-derived IgA plays a dominant role in the

recognition of commensal bacteria compared to B-2 cell-derived

gut IgA (Macpherson et al., 2000). It will be interesting to deter-

mine the role of GATA6-dependent gut IgA production in the

maintenance of intestinal microbial homeostasis.

The expression level of PMSGs, including GATA6, was grad-

ually affected by the dietary vitamin A depletion (Figures 4A-4C)

and was restored by exogenous ATRA (Figures 3D and 3E) and

suppressed by RAR inhibition (Figure 3C), suggesting that the

availability of the instructive signals can affect the degree of tis-

sue-specific gene expression in macrophages. Macrophages

may thus constantly survey local tissue status and dynamically

change their phenotype to deal with continuously changing

tissue environment. Thus, the diversity of tissue macrophage

phenotypes may, at least in part, be due to a reversible tran-

scriptional program activated on demand by tissue-derived

signals.

EXPERIMENTAL PROCEDURES

Extended Experimental Procedures are included in the Supplemental

Information.

Mice

All mice were bred in the Yale University School of Medicine animal facility in

specific pathogen-free conditions, and experiments were performed in accor-

dance with the institutional animal care and use guidelines. Unless specifically

indicated, 8- to 16-week-old same-gender littermates were used and data

were pooled where indicated. Ccr2'/', Gata6-floxed, LysM-cre, Rosa26-

floxed-Yfp, Rorcgfp/gfp, Il4ra'/', and Stat6'/' mice were obtained from Jack-

son Laboratories. Gata6-floxed mice were backcrossed to C57BL/6 for 6–11

generations in our facility. Hematology analysis was performed by the animal

healthcare service Antech.

Statistical Analysis

All experiments were performed at least twice. Results were statistically

analyzed using an analysis of variance (ANOVA) test or Student’s t test. A

p value of < 0.05 was considered to be statistically significant.
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de Thé, H., Vivanco-Ruiz, M.M., Tiollais, P., Stunnenberg, H., and Dejean, A.

(1990). Identification of a retinoic acid responsive element in the retinoic acid

receptor beta gene. Nature 343, 177–180.

Duester, G. (2008). Retinoic acid synthesis and signaling during early organo-

genesis. Cell 134, 921–931.

Eberl, G., Marmon, S., Sunshine, M.J., Rennert, P.D., Choi, Y., and Littman,

D.R. (2004). An essential function for the nuclear receptor RORgamma(t) in

the generation of fetal lymphoid tissue inducer cells. Nat. Immunol. 5, 64–73.

Fagarasan, S., Kawamoto, S., Kanagawa, O., and Suzuki, K. (2010). Adaptive

immune regulation in the gut: T cell-dependent and T cell-independent IgA

synthesis. Annu. Rev. Immunol. 28, 243–273.

Fortunel, N.O., Hatzfeld, A., and Hatzfeld, J.A. (2000). Transforming growth

factor-beta: pleiotropic role in the regulation of hematopoiesis. Blood 96,

2022–2036.

Gautier, E.L., Shay, T., Miller, J., Greter, M., Jakubzick, C., Ivanov, S., Helft, J.,

Chow, A., Elpek, K.G., Gordonov, S., et al.; Immunological Genome Con-

sortium (2012). Gene-expression profiles and transcriptional regulatory path-

ways that underlie the identity and diversity of mouse tissue macrophages.

Nat. Immunol. 13, 1118–1128.

Ghosn, E.E., Cassado, A.A., Govoni, G.R., Fukuhara, T., Yang, Y., Monack,

D.M., Bortoluci, K.R., Almeida, S.R., Herzenberg, L.A., and Herzenberg, L.A.

(2010). Two physically, functionally, and developmentally distinct peritoneal

macrophage subsets. Proc. Natl. Acad. Sci. USA 107, 2568–2573.

Ginhoux, F., Greter, M., Leboeuf, M., Nandi, S., See, P., Gokhan, S., Mehler,

M.F., Conway, S.J., Ng, L.G., Stanley, E.R., et al. (2010). Fatemapping analysis

reveals that adult microglia derive from primitive macrophages. Science 330,

841–845.

Gordon, S., and Martinez, F.O. (2010). Alternative activation of macrophages:

mechanism and functions. Immunity 32, 593–604.

Gordon, S., and Taylor, P.R. (2005). Monocyte and macrophage heterogene-

ity. Nat. Rev. Immunol. 5, 953–964.

Gudas, L.J. (2012). Emerging roles for retinoids in regeneration and differenti-

ation in normal and disease states. Biochim. Biophys. Acta 1821, 213–221.

Hall, J.A., Grainger, J.R., Spencer, S.P., and Belkaid, Y. (2011). The role of

retinoic acid in tolerance and immunity. Immunity 35, 13–22.

Hume, D.A., Robinson, A.P., MacPherson, G.G., and Gordon, S. (1983).

The mononuclear phagocyte system of the mouse defined by immunohisto-

chemical localization of antigen F4/80. Relationship between macrophages,

Langerhans cells, reticular cells, and dendritic cells in lymphoid and hemato-

poietic organs. J. Exp. Med. 158, 1522–1536.

Iwata, M., Hirakiyama, A., Eshima, Y., Kagechika, H., Kato, C., and Song, S.Y.

(2004). Retinoic acid imprints gut-homing specificity on T cells. Immunity 21,

527–538.

Jonji!c, N., Peri, G., Bernasconi, S., Sciacca, F.L., Colotta, F., Pelicci, P.,

Lanfrancone, L., and Mantovani, A. (1992). Expression of adhesion molecules

and chemotactic cytokines in cultured human mesothelial cells. J. Exp. Med.

176, 1165–1174.

Kaminski, D.A., and Stavnezer, J. (2006). Enhanced IgA class switching in

marginal zone and B1 B cells relative to follicular/B2 B cells. J. Immunol.

177, 6025–6029.

Kohyama, M., Ise, W., Edelson, B.T., Wilker, P.R., Hildner, K., Mejia, C.,

Frazier, W.A., Murphy, T.L., and Murphy, K.M. (2009). Role for Spi-C in the

development of red pulp macrophages and splenic iron homeostasis. Nature

457, 318–321.

Kouzarides, T. (2007). Chromatin modifications and their function. Cell 128,

693–705.

Kraushaar, D.C., and Zhao, K. (2013). The epigenomics of embryonic stem cell

differentiation. Int. J. Biol. Sci. 9, 1134–1144.

Kurihara, T., Warr, G., Loy, J., and Bravo, R. (1997). Defects in macrophage

recruitment and host defense in mice lacking the CCR2 chemokine receptor.

J. Exp. Med. 186, 1757–1762.

Kutty, R.K., Kutty, G., Samuel, W., Duncan, T., Bridges, C.C., El-Sherbeeny,

A., Nagineni, C.N., Smith, S.B., andWiggert, B. (2001). Molecular characteriza-

tion and developmental expression of NORPEG, a novel gene induced by

retinoic acid. J. Biol. Chem. 276, 2831–2840.

Kuwata, T., Wang, I.M., Tamura, T., Ponnamperuma, R.M., Levine, R.,

Holmes, K.L., Morse, H.C., De Luca, L.M., and Ozato, K. (2000). Vitamin A

deficiency in mice causes a systemic expansion of myeloid cells. Blood

95, 3349–3356.

Lawrence, T., and Natoli, G. (2011). Transcriptional regulation of macrophage

polarization: enabling diversity with identity. Nat. Rev. Immunol. 11, 750–761.

Macpherson, A.J., Gatto, D., Sainsbury, E., Harriman, G.R., Hengartner, H.,

and Zinkernagel, R.M. (2000). A primitive T cell-independent mechanism of

intestinal mucosal IgA responses to commensal bacteria. Science 288,

2222–2226.

Maruya, M., Suzuki, K., Fujimoto, H., Miyajima, M., Kanagawa, O., Wa-

kayama, T., and Fagarasan, S. (2011). Vitamin A-dependent transcriptional

activation of the nuclear factor of activated T cells c1 (NFATc1) is critical

for the development and survival of B1 cells. Proc. Natl. Acad. Sci. USA

108, 722–727.

Mauney, J.R., Ramachandran, A., Yu, R.N., Daley, G.Q., Adam, R.M., and

Estrada, C.R. (2010). All-trans retinoic acid directs urothelial specification of

murine embryonic stem cells via GATA4/6 signaling mechanisms. PLoS ONE

5, e11513.

Mora, J.R., and von Andrian, U.H. (2009). Role of retinoic acid in the imprinting

of gut-homing IgA-secreting cells. Semin. Immunol. 21, 28–35.

Mora, J.R., Iwata, M., Eksteen, B., Song, S.Y., Junt, T., Senman, B., Otipoby,

K.L., Yokota, A., Takeuchi, H., Ricciardi-Castagnoli, P., et al. (2006). Genera-

tion of gut-homing IgA-secreting B cells by intestinal dendritic cells. Science

314, 1157–1160.

Mucida, D., Park, Y., Kim, G., Turovskaya, O., Scott, I., Kronenberg, M., and

Cheroutre, H. (2007). Reciprocal TH17 and regulatory T cell differentiation

mediated by retinoic acid. Science 317, 256–260.

Murray, P.J., and Wynn, T.A. (2011). Protective and pathogenic functions of

macrophage subsets. Nat. Rev. Immunol. 11, 723–737.

Rangel-Moreno, J., Moyron-Quiroz, J.E., Carragher, D.M., Kusser, K., Hart-

son, L., Moquin, A., and Randall, T.D. (2009). Omental milky spots develop

in the absence of lymphoid tissue-inducer cells and support B and T cell

responses to peritoneal antigens. Immunity 30, 731–743.

Ratajczak, M.Z., Jaskulski, D., Pojda, Z., and Wiktor-Jedrzejczak, W. (1987).

Omental lymphoid organ as a source of macrophage colony stimulating

activity in peritoneal cavity. Clin. Exp. Immunol. 69, 198–203.

Roy, B., Brennecke, A.M., Agarwal, S., Krey, M., Düber, S., and Weiss, S.
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SUMMARY

UV light is an established carcinogen, yet evidence
suggests thatUV-seekingbehavior has addictive fea-
tures. Following UV exposure, epidermal keratino-
cytes synthesize proopiomelanocortin (POMC) that
is processed to melanocyte-stimulating hormone,
inducing tanning. We show that, in rodents, another
POMC-derived peptide, b-endorphin, is coordinately
synthesized in skin, elevating plasma levels after low-
dose UV. Increases in pain-related thresholds are
observed and reversed by pharmacologic opioid
antagonism. Opioid blockade also elicits withdrawal
signs after chronic UV exposure. This effect was
sufficient to guide operant behavioral choices to
avoidance of opioid withdrawal (conditioned place
aversion). These UV-induced nociceptive and behav-
ioral effects were absent in b-endorphin knockout
mice and in mice lacking p53-mediated POMC
induction in epidermal keratinocytes. Although pri-
mordial UVaddiction,mediatedby thehedonicaction
of b-endorphin and anhedonic effects of withdrawal,
may theoretically have enhanced evolutionary vita-
min D biosynthesis, it now may contribute to the
relentless rise in skin cancer incidence in humans.

INTRODUCTION

Despite widespread awareness that UV exposure is a major risk

factor for all common cutaneous malignancies, skin cancer inci-

dence relentlessly increases by &3% per year (de Gruijl, 1999;

Gandini et al., 2011; Robinson et al., 1997). UV-seeking behavior

is a recognized risk factor, but it is incompletely understood

whether the popularity of sunbathing represents a biological

addiction or an aesthetic preference for tanned skin. Studies

have reported that many UV seekers meet CAGE and DSM-IV

criteria for a substance-related disorder with respect to UV

(Harrington et al., 2011; Kourosh et al., 2010; Lazovich et al.,

2010; Mosher and Danoff-Burg, 2010; Warthan et al., 2005)

and that UV seekers were capable of distinguishing between

true UV and mock treatment in blind tanning bed experiments

(Feldman et al., 2004), and two studies of small cohorts of

frequent tanners revealed that acute administration of the opioid

antagonist naltrexone can induce withdrawal-like symptoms

(Kaur et al., 2005, 2006b). Although amechanism for such addic-

tion has been lacking, these studies are consistent with the

possibility of endogenous opioid-mediated addictive behavioral

effects.

In the cutaneous response to UV exposure, epidermal kerati-

nocytes respond to DNA damage via p53-mediated transcrip-

tional induction of the proopiomelanocortin (POMC) gene (Cui

et al., 2007). POMC is posttranslationally cleaved into biologi-

cally active peptides, one of which is a-melanocyte-stimulating

hormone (a-MSH), which mediates the tanning process by

stimulating adjacent melanocytes to produce the brown/black

pigment eumelanin (D’Orazio et al., 2006). The endogenous

opioid b-endorphin is also posttranslationally generated in skin

by cleavage of the POMC propeptide in response to UV radiation

(Cui et al., 2007; Skobowiat et al., 2011; Slominski and Worts-

man, 2000). b-endorphin is the most abundant endogenous

opioid, with basal plasma levels of 1–12 pM (Bender et al.,

2007; Fassoulaki et al., 2007; Leppäluoto et al., 2008), and intra-

venous administration of b-endorphin has been shown to cause

analgesia (Tseng et al., 1976). It binds with high affinity to the

m-opioid receptor (Schoffelmeer et al., 1991), although some

evidence suggests that it may also act through other mecha-

nisms that are, at present, incompletely characterized (Nguyen

et al., 2012). Exogenous opioids with similar mechanisms are

analgesic and have reinforcing properties that make them addic-

tive when administered systemically. Chronic opioid exposure

results in tolerance (increasing dose requirement to achieve

comparable efficacy) and physical dependence (opioid anta-

gonism produces withdrawal). b-endorphin plays a role in anal-

gesia (Ibrahim et al., 2005; Kastin et al., 1979), as well as in the

reinforcement and reward that underlie addiction (Gianoulakis,

2009; Olive et al., 2001; Racz et al., 2008; Roth-Deri et al., 2003;

Trigo et al., 2009). Here, we asked whether UV exposure may
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stimulate changes in systemic b-endorphin levels that result in

opioid-related behaviors, including alterations in nociceptive

thresholds, tolerance to exogenous opioids, and dependence,

as measured by withdrawal signs and conditioned place

preference.

RESULTS

Systemic b-Endorphin Elevations following
Chronic UV Exposure
We developed a UV-exposure mouse model in which dorsally

shaved mice received a dose of 50 mJ/cm2 of UVB 5 days per

week for 6 weeks, an empirically derived suberythemic dose

that is approximately equal to 20–30 min of ambient midday

sun exposure in Florida during the summer for a fair-skinned per-

son of average tanning ability (Fitzpatrick skin phototypes 2–3)

(D’Orazio et al., 2006; Technology Planning and Management

Corporation, 2000; US-EPA, 1994). After 1 week, significant

elevations in circulating plasma b-endorphin were observed

(Figure 1A). Circulating b-endorphin levels remained elevated

for the duration of the 6-week exposure regimen and returned

within 7 days to near-baseline levels after cessation of UV expo-

sure. No significant changes in plasma b-endorphin were

observed in mock-UV-treated mice (Figure 1A). Analgesic

thresholds can be increased by peripheral administration of

exogenous opioids or b-endorphin (Kastin et al., 1979). We

quantified mechanical and thermal nociceptive thresholds over

6 weeks of daily UV exposure. Mechanical nociception was

measured by the von Frey test (Kwan et al., 2006), which ex-

poses fibers of increasing tensile strength to the plantar paw

surface to elicit a paw-withdrawal response. Thermal nocicep-

tion was tested using the hot-plate (52$C) test (Mogil et al.,

1999), in which time to response (paw licking, paw flutter, or

jumping) wasmeasured. UV-irradiatedmice exhibited significant

increases both in mechanical (Figure 1B) and thermal (Figure 1C)

nociceptive thresholds. These elevated analgesic thresholds

paralleled the UV-induced elevations in plasma b-endorphin

(Figure 1A). Mock-treated control mice displayed no significant

elevations in pain thresholds (Figures 1B and 1C). Treatment

with naloxone, an opioid antagonist, 15 min prior to analgesic

testing suppressed the UV-induced increases in mechanical

and thermal nociceptive thresholds (Figures 1B and 1C) despite

maintained elevations in plasma b-endorphin (Figure 1A). These

data demonstrate opioid receptor-mediated analgesia as a

consequence of UV that parallels the elevation of circulating

blood b-endorphin.

Quantifiable Opioid-Mediated Behaviors Occur
with Chronic UV Exposure
Exogenous opioids produce a dose-dependent, m-opioid recep-

tor-mediated contraction of the sacrococcygeus dorsalis mus-

cle at the tail base in rodents, resulting in rigidity and elevation

of the tail, a phenomenon called ‘‘Straub tail’’ (Bilbey et al.,

1960). Straub tail was evident in UV-irradiated mice by the

second week of daily UV exposure, persisted for the 6 week

exposure regimen, and diminished over 2 weeks after cessation

of UV (Figure 2A). Treatment with the opioid antagonist naloxone

(day 23 of the UV-exposure regimen) reversed the Straub tail

phenotype (Figures 2B and 2C).

Opioid Tolerance and Physical Dependence
after Chronic UV Exposure
We next asked whether chronic UV exposure may be accom-

panied by detectable opioid dependence, in which opioid

cessation or antagonism produces withdrawal symptoms, and

tolerance in which increasing doses are required to achieve

comparable analgesia (Drdla et al., 2009). Following chronic

daily UV exposure, administration of naloxone elicited many

of the classic murine signs of opioid withdrawal (wet dog shake,

paw tremor, teeth chatter, and rearing) (Olson et al., 2006)

(Figure 3A).

Because the magnitude of the measured withdrawal symp-

toms, while significant, was smaller than that commonly ob-

served with exogenously administered opioids (Broseta et al.,

A B

C

Figure 1. Plasma b-Endorphin Increases

with Chronic UV Exposure and Parallels

Naloxone-Reversible Changes in Pain

Tolerance

(A) Plasma b-endorphin in C57Bl6 mice receiving

daily UV or mock irradiation (n > 9 for all groups).

Mice were treated twice a week with either

naloxone or saline as indicated. Data are pre-

sented as themean ±SEM, and a two-way ANOVA

analysis with Bonferroni multiple comparisons test

gives p < 0.05 for both UV-treated groups

compared to bothmock-treated groups (duringUV

treatment, days 14–42) and no significant effect of

naloxone treatment within either group.

(B and C) Von Frey thresholds (B) and hot-plate

thresholds (C) in chronically UV-irradiated and

mock-irradiated C57Bl6 mice (mean ± SEM). Half

of each group was pretreated with naloxone

(10 mg/kg) 15 min prior to nociceptive testing,

while the remainder received saline (n = 10 per

group). Analgesic thresholds were further monitored for 2 additional weeks after cessation of UV/mock treatment. Two-way ANOVA with Bonferroni multiple

comparisons test reveals p < 0.0001 for the UV/saline-treated group compared to all other groups during UV treatment, days 9–39).
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2002), we wished to determine whether these withdrawal signs

would be sufficient to elicit alterations in proactive/operant

behavioral choices. We utilized a conditioned place prefer-

ence/aversion assay (CPP; Skoubis et al., 2001; Weitemier

and Murphy, 2009) to test whether a specific environment,

paired with naloxone administration during conditioning, would

be avoided in favor of a different environment paired with

a neutral stimulus (saline) during conditioning in chronically

UV-irradiated animals. Due to the kinetics of the UV response,

we chose to use naloxone as it allowed an acute effect of

limited duration. Naloxone induces conditioned place aver-

sion in exogenous opioid-dependent mice (Glass et al.,

2008; Kenny et al., 2006). Following conditioning, mice are

permitted to move freely between the two environments, and

changes in place preference are measured in the absence of

additional naloxone or saline administration. Our conditioning

environments were black and white boxes with dim and

bright lighting, respectively, and to minimize apparatus bias,

we assigned the black box as the naloxone (withdrawal stim-

ulus)-paired box and the white box as the saline (neutral stim-

ulus)-paired box, as rodents prefer dark environments to

light environments in the absence of conditioning (Roma and

Riley, 2005).

We observed that chronically UV-irradiated mice conditioned

with naloxone in the black box avoided the black box in

postconditioning preference testing. Naloxone conditioning

had no effect on mock-treated (non-UV-irradiated) control

mice, and saline conditioning in the black box had no effect on

UV-irradiated or mock-treated mice (Figure 3B). Here, naloxone

was sufficient to induce conditioned place aversion in UV-irradi-

ated mice, suggesting that chronic UV exposure imparts an

opioid-like physical dependence of sufficient magnitude to guide

proactive behavior choices.

To test for the other principal feature of chronic opioid expo-

sure, tolerance, after chronic UV treatment, we asked whether

there is cross-tolerance between chronic UV exposure and

morphine, altering the dose required to produce analgesia

(Mao et al., 2000). After chronic UV exposure, mice required

significantly higher doses of morphine than mock-treated con-

trols to achieve comparable thermal analgesia in the hot-plate

test, as reflected by a rightward shift in the dose-response

curve and an increase in half-maximal effective concentration

from 57 mg/kg in the mock-treated group to 270 mg/kg in the

UV-exposed group (Figure 3C). The analgesic effect of UV

exposure that we detected could be a result of systemic

b-endorphin acting both through the peripheral nervous system

and CNS, but the withdrawal effects and conditioned place

aversion point to a CNS effect. It has been reported that

radiolabeled b-endorphin peptides cross the blood-brain

barrier (Banks and Kastin, 1990). To test whether it is plausible

that skin-derived b-endorphin may cause central effects,

we decided to assess whether peripherally administered
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Figure 2. Straub Tail in UV-Irradiated Mice Is Reversed by Naloxone

(A) Straub tail in C57Bl6mice over the course of 42 days of UV irradiation (n = 13) ormock irradiation (n = 6). Data are presented as themean ±SEM for days 10–37;

p < 0.0001 by two-way ANOVA analysis.

(B) Straub tail in at day 17 before (Pre) and 15 min after (Post) injection of naloxone (n = 7) or saline (n = 6). Data are presented as the mean ± SEM; p < 0.001 by

Student’s t test.

(C) Representative animals from each group in part (B). The beginning of black fur regrowth produces a patchy appearance.
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b-endorphin injected intravenously into the tail vein could cause

conditioned place preference. To attempt to match an acute

intravenously administered drug dose with a chronic elevation,

we chose a b'endorphin concentration reported to cause a

similar analgesic response to that we observed in our UV-expo-

sure experiments, (Tseng et al., 1976). b-endorphin or saline

was injected into the tail vein of mice that were then conditioned

to the white side of the CPP apparatus. The mice that had been

conditioned with saline spent less time in the white box on the

final day than on the initial day (Figure 3D); this was expected,

as mice naturally prefer a dark environment. However, the

mice that had received b-endorphin in the white box spent

more time in the white box after conditioning (Figure 3D), indi-

cating a conditioned place preference for the environment

where they experienced b-endorphin. This shows that peripher-

ally administered b-endorphin can cause conditioned place

preference, presumably through the CNS.

These findings show that chronic UV exposure stimulates and

sustains sufficient endogenous opioid release and opioid recep-

tor activity to develop both opioid tolerance and physical

dependence.

b-Endorphin Knockout Abolishes UV-Induced
Behavioral Changes
To specifically examine the functional requirement for b-endor-

phin in these UV-associated behavioral changes, we employed

b-endorphin knockout mice (lacking the C terminus of the

POMC gene) (Rubinstein et al., 1996) and found that they ex-

hibited no significant changes in thermal or mechanical nocicep-

tive thresholds with chronic UV exposure (Figures 4A and 4B).

The b-endorphin null mice also failed to develop signs of opioid

withdrawal (Figure 4C) and, when subjected to the conditioned-

place aversion test, exhibited no measurable change in place

preference (Figure 4D).

Keratinocyte Expression of p53 Is Required for Elevated
b-Endorphin Levels and Pain Thresholds
The UV-induced cutaneous upregulation of POMC, the pre-

cursor to both a-MSH and b-endorphin, is mediated by the

tumor suppressor p53, which directly activates POMC gene

transcription in keratinocytes (Cui et al., 2007). To test whether

keratinocyte expression of p53 is required for UV-mediated

increases in circulating b-endorphin, we crossed a mouse

strain with a floxed allele of p53 with a strain containing cre

under the control of the keratin 14 promoter, which is selec-

tive to keratinocytes. We subjected the p53fl/fl K14cre and

control p53+/+ K14cre mice to the UV-irradiation regimen and

assayed plasma b-endorphin levels, mechanical nociception,

and naloxone-induced conditioned place aversion. Consistent

with the known role of p53 in the tanning response, there

was an absence of any tanning on the ears of the p53fl/fl

K14cre animals (Figure 5A). Further, we observed no increase

in circulating b-endorphin (Figure 5B) or in mechanical nocicep-

tion threshold (Figure 5C). Moreover, the K14cre control mice

showed significant naloxone-conditioned place aversion com-

pared to the p53fl/fl K14cre animals (Figure 5D). These data

indicate that keratinocyte-derived b-endorphin is a key factor

in mediating UV-induced addiction.

A B

C D

Figure 3. Chronically UV-Exposed Mice

Show Symptoms of Opioid Dependence

(A) Signs of opioid withdrawal in mice under

experimental conditions described in the figure:

UV/saline (n = 9), mock/saline (n = 7), UV/naloxone

(n = 15), and mock/naloxone (n = 7). Data are

presented as the mean ± SEM; *p < 0.05

compared to UV/saline group by two-way ANOVA

with Bonferroni multiple comparisons test.

(B) Conditioned place aversion testing in UV-

treated mice conditioned to the naloxone-paired

box (black box) with an injection of naloxone or

saline (white box) following 42 days of UV or mock

treatment. Mice were permitted to freely move

between naloxone-paired and saline-paired

boxes prior to (pretest, n = 8) and after 4 days of

conditioning (test), and place preferences were

assessed as change in time spent in the naloxone-

paired box (postconditioning ' preconditioning).

Data are presented as the mean ± SEM, and

p values were generated by two-way ANOVA with

Bonferroni multiple comparisons test.

(C) Morphine dose-response curves in mice

following 42 days of UV irradiation (n = 31) or mock

exposure (n = 29). Data are presented as the

mean ± SEM; p < 0.0001 by two-way ANOVA.

(D) Conditioned place-preference testing in mice

administered intravenous b-endorphin or saline

through the tail vein. Mice were conditioned to b-endorphin (n = 6) or saline (n = 8) in the white box and saline in the black box. Place preferences were assessed

as change in time spent in the white (b-endorphin)-paired box, postconditioning ' preconditioning. Data are presented as the mean ± SEM; p = 0.0145

by Student’s t test.
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DISCUSSION

Our findings suggest that repeated UV exposure produces an

opioid receptor-mediated addiction due to elevations in circu-

lating b-endorphin, leading to increased nociceptive thresholds

that are reversed by naloxone or ablated in b-endorphin null

mice. Measurable withdrawal symptoms are elicited by nalox-

one, and proactive place-preference behaviors were strongly

induced, based on prior conditioning between opioid receptor

antagonism and cage color. Further, a skin-specific knockout

of p53, a critical step in the UV-response pathway, prevented

both the b-endorphin elevation and the behavioral responses.

There remains a formal possibility that skin-specific p53 knock-

out could affect b-endorphin expression outside of the skin.

While these studies were performed in a nocturnal and furred

animal model, significant evidence supports a strong relation-

ship between UV exposure and addictive behaviors in humans

(Feldman et al., 2004; Harrington et al., 2011; Kaur et al., 2005,

2006b; Kourosh et al., 2010; Mosher and Danoff-Burg, 2010;

Warthan et al., 2005; Zeller et al., 2006). Several small studies

have attempted to measure b-endorphin changes with UV expo-

sure in humans (Gambichler et al., 2002; Kaur et al., 2006a;

Levins et al., 1983; Wintzen et al., 2001), with some showing

UV-induced elevations and others not, although significant con-

founding variables complicate such measurements, such as

diurnal variations in b-endorphin (McMurray et al., 1990) and

stressors that also influence b-endorphin levels (Aravich et al.,

1993; Gianoulakis et al., 1996; Petraglia et al., 1990; Welch

et al., 1996). While the effects of sunscreen have not been re-

ported in this context, it does appear likely that sunscreen use

would protect against UV-induced addictive behaviors.

Despite the carcinogenicity of UV and hence the serious mal-

adaptive consequences of addiction to UV exposure, our results

may also imply a potential evolutionary benefit of an endogenous

mechanism that reinforces UV-seeking behavior, one that may

operate by creating an opioid-mediated hedonic experience fol-

lowed by dependence on the behavior to avoid the anhedonic

consequences of withdrawal. Further studies may shed light

on the site/sites of b-endorphin action within the brain and

whether the brain regions and neuronal subpopulations involved

in sun-seeking behavior are the same as those involved the

analgesic response or in exogenous opioid addiction. A recent

study has shown activation of known reward centers in the

brains of volunteers during UV exposure (Harrington et al., 2012).

The current studies suggest that UV exposure is biologically

addictive but dangerous due to UV’smutagenic activities toward

formation of all common forms of skin cancer. This calls into

question the perceived safety of tanning beds and current

benign views of indoor tanning, reflected in the United States’

current Food and Drug Administration classification of UV-emit-

ting devices as class I and therefore minimally regulated. It may

be necessary, therefore, to more proactively protect individuals,

including teens, from the risks of an avoidable, potentially life-

threatening exposure and to view recreational tanning and

opioid drug abuse as engaging in the same biological pathway.

EXPERIMENTAL PROCEDURES

Mice

All mice used were on a C57Bl/6 background. For select experiments, mice

with homozygous deletion of the C terminus of the POMC gene, resulting in

lack of b-endorphin (b-endorphin'/') (Rubinstein et al., 1996), and mice with

A B

C D

Figure 4. Genetic Lack of b-Endorphin

Abolishes Changes in Pain Tolerance and

Opioid Dependence with Chronic UV Expo-

sure

(A and B) Von Frey test (A) and thermal analgesic

thresholds (B) in wild-type (n = 11) and

b-endorphin'/' (n = 13) mice over 35-day UV

exposure. Data are presented as the mean ± SEM;

*p < 0.05 by two-way ANOVA with Bonferroni

multiple comparisons test.

(C) Signs of naloxone-precipitated opioid with-

drawal in control and b-endorphin null mice after

6 weeks of UV exposure. Data are presented as

the mean ± SEM; *p < 0.0001 compared to the

b-endorphin'/'/naloxone group by two-way

ANOVAwith Bonferroni multiple comparisons test;

n > 7 for all groups.

(D) Conditioned place aversion testing in UV-

treated control and b-endorphin null mice condi-

tioned to the naloxone-paired box (black box) with

an injection of naloxone or saline. All mice were

conditioned to saline in the white box; n > 10 for all

groups. Mice were permitted to freely move be-

tween naloxone-paired and saline-paired boxes

prior to and after 4 days of conditioning, and place

preferences were assessed as change in time

spent in the naloxone-paired box (postcondition-

ing ' preconditioning). Data are presented as the

mean ± SEM; p valueswere generated by two-way

ANOVA with Bonferroni multiple comparisons test.
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a floxed allele of p53 (Marino et al., 2000) and a keratin 14 promoter-driven Cre

recombinase strain (Dassule et al., 2000) were used. All animal experiments

were performed in accordance with institutional policies and Institutional

Animal Care and Use Committee-approved protocols.

UV Irradiation and Blood Draws

Mice were dorsally shaved 2 days prior to the start of radiation exposure, then

exposed to 50 mJ/cm2/day of UVB, an empirically determined suberythematic

dose, 5 days per week (Monday–Friday) for 6 weeks. Micewere reshaved once

every 2 weeks if there were patches of fur regrowth.

For blood draws, mice were placed in a standard restrainer and tail vein

blood was collected in EDTA microvette tubes containing 0.6 TIU aprotinin.

Mice underwent blood draws prior to the stat of radiation exposure, once

per week during the radiation exposure regimen, and once per week for

2 weeks following cessation of the UV regimen. Blood was drawn in the

mornings prior to radiation exposure on Fridays.

Tubes of collected blood were maintained on ice until centrifugation at

3,500 rpm for 20 min at 4$C. Plasma was isolated, and samples were stored

at '80$C until b-endorphin measurement. b-endorphin was quantified by

radioimmunoassay (Phoenix Pharmaceuticals).

Straub Tail Measurement

Straub tail measurement was performed as described previously (Bilbey et al.,

1960). Scoring was on a scale of 0–2 according to the angle of elevation of the

tail from the horizontal plane (0 = tail relaxed and no elevation; 1 = tail is rigid

and elevated 1$–10$ from horizontal; 1.5 = 11$–45$ elevation and rigidity at

the base of the tail; 2 = 46$–90$ elevation with rigidity at the base of the tail).

For each time point, each mouse was scored every 10 s for 1 min, and the final

score was the average of these six values. Mice undergoing the 6-week

UV-exposure regimen or mock treatment were scored prior to the start of

the regimen, once perweek during the regimen, and once perweek for 2weeks

following cessation of UV/mock treatment. On day 23 of the regimen after

weekly Straub tail scoring, mice were injected intraperitoneally (i.p.) with

either 10 mg/kg naloxone hydrochloride (Sigma) or saline. Mice underwent

Straub tail scoring again 15 min following injection.

A B

C D

Figure 5. Keratinocyte Expression of p53 Is

Required for Elevated b-Endorphin Levels

and Pain Thresholds

(A) Representative K14cre and p53fl/fl K14cre

mice after 4 weeks of daily UV treatment.

(B) Plasma b-endorphin in mice in K14cre (n = 10)

and p53fl/fl K14cre (n = 9) mice receiving daily UV

irradiation. Data are presented as the mean ±

SEM; *p < 0.05 by two-way ANOVA analysis with

Bonferroni multiple comparisons test.

(C) Mechanical analgesic thresholds in K14cre

and p53fl/fl K14cre mice over 13 days of UV

exposure. Data are presented as the mean ± SEM;

*p < 0.05 by two-way ANOVA with Bonferroni

multiple comparisons test.

(D) K14cre and p53fl/fl K14cre mice were condi-

tioned to naloxone in the black box after 3 weeks

of daily UV exposure. Place preferences were as-

sessed as change in time spent in the naloxone-

paired box. Data are presented as the mean ±

SEM; p = 0.0317 by Student’s t test. The change in

time spent in the black box was not significant

when the postconditioning and preconditioning

timeswere compared by Student’s t test (p = 0.26).

Analgesic Threshold Testing

Mice underwent mechanical and thermal anal-

gesic testing during UV/mock treatment regimens

using the von Frey test (Kwan et al., 2006) and the

hot-plate test, respectively (Mogil et al., 1999). In the von Frey test, mice were

placed in individual enclosures on an elevated wire mesh rack and the plantar

surface of the left hind paw was serially poked with fibers of increasing tensile

strength (ten times per fiber at a rate of 1/second) until a paw withdrawal

response was elicited on two out of ten pokes. In the hot-plate test, mice

were placed on a 52$C hot plate and time to response (paw flutter, paw licking,

or jumping) was measured.

Mice were habituated to the wire mesh rack for 30 min per day and to the

hot plate at room temperature for 2 min per day for 3 days prior to measuring

baseline nociceptive thresholds. Mice underwent nociceptive testing twice

per week on nonconsecutive days during and for 2 weeks following cessation

of UV/mock treatment. Mice received an intraperitoneal injection of 10 mg/kg

naloxone or saline 15 min prior to nociceptive testing.

Somatic Symptoms of Opiate Withdrawal

Mice that had undergone 6 weeks of daily UV exposure or mock exposure

were injected i.p. with either 2 mg/kg naloxone or saline, and signs of opioid

withdrawal were tabulated as described elsewhere (Olson et al., 2006). Mice

were observed in an open-topped Plexiglas 30 cm 3 15 cm 3 15 cm rectan-

gular container for 25 min each following injection, and signs of opioid with-

drawal were tabulated. Wet dog shake, teeth chatter, and bouts of grooming

were measured as occurrence in each 15 s interval. Individual rearing events

were counted. Number of fecal pellets at the end of the 25 min interval was

used to quantify diarrhea.

Conditioned Place Aversion Testing

The apparatus used consisted of a box with black interior and dim lighting and

a box with white interior and bright lighting connected by a smaller gray

‘‘neutral’’ box, and procedures were followed as described previously (Skou-

bis et al., 2001; Weitemier and Murphy, 2009). Mice that had undergone

6weeks of daily UV exposure ormock exposure were tested for baseline place

preferences prior to conditioning (10 min testing time per mouse). Over the

following 4 days, conditioning took place in which mice were either condi-

tioned with naloxone (10 mg/kg injection i.p.) or saline (injection i.p.) in the

black box, and all animals were conditioned with saline (injection i.p.) in the
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white box. Conditioning time in each box was 30 min following injection. For

each animal, there were 4 hr between conditioning in one box and condition

in the other box each day. On the day following the final day of conditioning,

place preferences were again tested (postconditioning, 10 min testing time

per mouse).

Morphine Cross-Tolerance Testing

Morphine dose-response curves in the hot-plate test were measured as

described elsewhere (Mao et al., 2000) in mice that had undergone 6 weeks

of UV exposure or mock treatment. Morphine was injected at a starting dose

of 0.02 mg/kg i.p. and was increased logarithmically in cumulative dose incre-

ments of 0.3 log units. Thermal analgesic thresholds were tested 15 min after

each morphine injection until there was failure to respond in the hot-plate test

(cutoff time was 20 s) or until there was no change in response time from one

dose to the next. There were 30 min between injections and 30 min between

hot-plate testings for each mouse. Percent of maximal effect was calculated

based on the equation: (test latency ' baseline latency) / (maximal latency '

baseline latency) 3 100% (Mao et al., 2000).
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Fürst, R., Schütz, C., Franke, P.E., Strohmaier, J., et al. (2008). The opioid pep-

tides enkephalin and beta-endorphin in alcohol dependence. Biol. Psychiatry

64, 989–997.

Robinson, J.K., Rigel, D.S., and Amonette, R.A. (1997). Trends in sun exposure

knowledge, attitudes, and behaviors: 1986 to 1996. J. Am. Acad. Dermatol. 37,

179–186.

Roma, P.G., and Riley, A.L. (2005). Apparatus bias and the use of light and

texture in place conditioning. Pharmacol. Biochem. Behav. 82, 163–169.

Roth-Deri, I., Zangen, A., Aleli, M., Goelman, R.G., Pelled, G., Nakash, R.,

Gispan-Herman, I., Green, T., Shaham, Y., and Yadid, G. (2003). Effect of

experimenter-delivered and self-administered cocaine on extracellular beta-

endorphin levels in the nucleus accumbens. J. Neurochem. 84, 930–938.

Rubinstein, M., Mogil, J.S., Japón, M., Chan, E.C., Allen, R.G., and Low, M.J.

(1996). Absence of opioid stress-induced analgesia in mice lacking beta-

endorphin by site-directed mutagenesis. Proc. Natl. Acad. Sci. USA 93,

3995–4000.

Schoffelmeer, A.N., Warden, G., Hogenboom, F., and Mulder, A.H. (1991).

Beta-endorphin: a highly selective endogenous opioid agonist for presynaptic

mu opioid receptors. J. Pharmacol. Exp. Ther. 258, 237–242.

Skobowiat, C., Dowdy, J.C., Sayre, R.M., Tuckey, R.C., and Slominski, A.

(2011). Cutaneous hypothalamic-pituitary-adrenal axis homolog: regulation

by ultraviolet radiation. Am. J. Physiol. Endocrinol. Metab. 301, E484–E493.

Skoubis, P.D., Matthes, H.W., Walwyn, W.M., Kieffer, B.L., and Maidment,

N.T. (2001). Naloxone fails to produce conditioned place aversion in mu-opioid

receptor knock-out mice. Neuroscience 106, 757–763.

Slominski, A., and Wortsman, J. (2000). Neuroendocrinology of the skin.

Endocr. Rev. 21, 457–487.

Technology Planning and Management Corporation (2000). Report on Carcin-

ogens Background Document for Broad-Spectrum Ultraviolet (UV) Radiation

andUVA, andUVB, andUVC (Durham: Technology Planning andManagement

Corporation).

Trigo, J.M., Zimmer, A., and Maldonado, R. (2009). Nicotine anxiogenic and

rewarding effects are decreased in mice lacking beta-endorphin. Neurophar-

macology 56, 1147–1153.

Tseng, L.F., Loh, H.H., and Li, C.H. (1976). Beta-Endorphin as a potent anal-

gesic by intravenous injection. Nature 263, 239–240.

US-EPA (1994). The Federal Experimental Ultraviolet Index:What YouNeed To

Know (Washington, DC: United States Environmental Protection Agency).

Warthan, M.M., Uchida, T., and Wagner, R.F., Jr. (2005). UV light tanning as a

type of substance-related disorder. Arch. Dermatol. 141, 963–966.

Weitemier, A.Z., and Murphy, N.P. (2009). Accumbal dopamine and serotonin

activity throughout acquisition and expression of place conditioning: correla-

tive relationships with preference and aversion. Eur. J. Neurosci. 29, 1015–

1026.

Welch, C.C., Kim, E.M., Grace, M.K., Billington, C.J., and Levine, A.S. (1996).

Palatability-induced hyperphagia increases hypothalamic Dynorphin peptide

and mRNA levels. Brain Res. 721, 126–131.

Wintzen, M., Ostijn, D.M., Polderman, M.C., le Cessie, S., Burbach, J.P., and

Vermeer, B.J. (2001). Total body exposure to ultraviolet radiation does not in-

fluence plasma levels of immunoreactive beta-endorphin in man. Photoder-

matol. Photoimmunol. Photomed. 17, 256–260.

Zeller, S., Lazovich, D., Forster, J., and Widome, R. (2006). Do adolescent

indoor tanners exhibit dependency? J. Am. Acad. Dermatol. 54, 589–596.

1534 Cell 157, 1527–1534, June 19, 2014 ª2014 Elsevier Inc.



Vulnerability of Glioblastoma Cells
to Catastrophic Vacuolization
and Death Induced by a Small Molecule
Satish Srinivas Kitambi,1 Enrique M. Toledo,1 Dmitry Usoskin,1 Shimei Wee,1,4 Aditya Harisankar,5 Richard Svensson,3

Kristmundur Sigmundsson,2 Christina Kalderén,2 Mia Niklasson,6 Soumi Kundu,6 Sergi Aranda,1 Bengt Westermark,6

LeneUhrbom,6Michael Andäng,1,4Peter Damberg,7SvenNelander,6Ernest Arenas,1Per Artursson,3 JulianWalfridsson,5

Karin Forsberg Nilsson,6 Lars G.J. Hammarström,2 and Patrik Ernfors1,*
1Division of Molecular Neurobiology, Department of Medical Biochemistry and Biophysics, Karolinska Institutet, 17177 Stockholm, Sweden
2Chemical Biology Consortium Sweden, Science for Life Laboratory, Division of Translational Medicine & Chemical Biology, Department of

Medical Biochemistry and Biophysics, Karolinska Institutet, 171 77 Stockholm, Sweden
3Department of Pharmacy, UDOPP, Chemical Biology Consortium Sweden, Uppsala University, 751 05 Uppsala, Sweden
4Department of Physiology and Pharmacology, Karolinska Institutet, 171 77 Stockholm, Sweden
5Department of Medicine, HERM, Karolinska Institutet, 141 86 Stockholm, Sweden
6Science for Life Laboratory, Department of Immunology, Genetics and Pathology, Uppsala University, 751 85 Uppsala, Sweden
7Department of Clinical Science, Intervention and Technology, Karolinska Institutet, 141 86 Stockholm, Sweden
*Correspondence: patrik.ernfors@ki.se

http://dx.doi.org/10.1016/j.cell.2014.02.021

SUMMARY

Glioblastoma multiforme (GBM) is the most aggres-
sive form of brain cancer with marginal life expec-
tancy. Based on the assumption that GBM cells
gain functions not necessarily involved in the
cancerous process, patient-derived glioblastoma
cells (GCs) were screened to identify cellular pro-
cesses amenable for development of targeted treat-
ments. The quinine-derivative NSC13316 reliably and
selectively compromised viability. Synthetic chemi-
cal expansion reveals delicate structure-activity rela-
tionship and analogs with increased potency, termed
Vacquinols. Vacquinols stimulate death by mem-
brane ruffling, cell rounding, massivemacropinocytic
vacuole accumulation, ATP depletion, and cyto-
plasmic membrane rupture of GCs. The MAP kinase
MKK4, identified by a shRNA screen, represents a
critical signaling node. Vacquinol-1 displays excel-
lent in vivo pharmacokinetics and brain exposure, at-
tenuates disease progression, and prolongs survival
in a GBM animal model. These results identify a
vulnerability tomassive vacuolization that can be tar-
geted by small molecules and point to the possible
exploitation of this process in the design of anti-
cancer therapies.

INTRODUCTION

Tumor development involvesmutations that can begain-of-func-

tion mutations in proto-oncogenes or loss-of-function mutations

in tumor suppressor genes that lead to fundamental changes in

the biology of the cell, resulting in cancer. Genomic studies of

hundreds of glioblastoma multiforme (GBM) samples have led

to a comprehensive insight into the genomic landscape of

GBM, revealing both gain- and loss-of-function in core signaling

pathways commonly activated, including the receptor tyrosine

kinase (RTK/RAS) oncogenic pathway with alterations in EGFR/

PDGFRA/PI3K/PTEN/NF1/RAS, the p53 pathway with changes

in TP53/MDM2/MDM4/p14ARF, and finally, the cell-cycle regu-

latory pathway with alterations in RB1/CDK4/p16INK4A/

CDKN2B, with most GBM tumors having genetic alteration in

all three pathways (Chen et al., 2012b; Furnari et al., 2007; Par-

sons et al., 2008; Brennan et al., 2009, 2013; Verhaak et al.,

2010; Cancer Genome Atlas Research Network, 2008). The

consequence is a fueling of cell proliferation and enhanced sur-

vival and invasion properties, while preventing tumor cells from

apoptosis and activation of cell-cycle checkpoints. Consistently,

malignant gliomas are among the most devastating human can-

cers (Louis et al., 2007). GBM is essentially incurable, even when

aggressive therapies based on surgical tumor resection and

concomitant chemotherapy and radiotherapy are implemented

(Stupp et al., 2005), and only 3%–5% of patients survive longer

than 3 years due to disease recurrence (Dolecek et al., 2012).

The small population of GBM cells with stem/progenitor cell

characteristics (Hemmati et al., 2003; Singh et al., 2003, 2004)

seed growth of new tumors (Gallo et al., 2013; Pollard et al.,

2009; Singh et al., 2003, 2004) and drivemalignancy, metastasis,

and tumor recurrence, promoting resistance against radiation-

based therapy (Bao et al., 2006) and chemotherapy (Bleau and

Holland, 2009; Chen et al., 2012b). These tumor-initiating cells

are believed to be relatively quiescent (Alcantara Llaguno et al.,

2009; Barami et al., 2009), which could contribute to disease

recurrence following current therapeutic strategies targeting

intracellular processes associated with cell division.

Unlike several other forms of cancer in which identification of

participating gene products have resulted in series of drugs
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neutralizing the function gained by the genetic alterations, the

complexity and diversity of glioblastoma genetics have pre-

vented a simple strategy for therapeutic targeting. New ap-

proaches focused on neutralizing abnormalities underlying

tumor development have only had limited success so far (Dent

et al., 2008; Polivka et al., 2012).We reasoned that gene products

causing glioma are part of signaling pathways that are involved in

diverse cellular functions. Therefore, gain- and loss-of-function

mutations would be predicted to lead to acquired functions

also in cellular properties not necessarily involved in cell transfor-

mation and proliferation. Hence, there should be unique cellular

properties of glioma that are low or absent in other cell types. If

identified, such features can be exploited for development of

conceptually new strategies of therapy. In an unbiased pheno-

typic screen using a diversity set of small molecules on glioblas-

toma cells (GCs), a biological process resulting in a robust loss of

viability and increased cytotoxicity was discovered. GCs are

vulnerable to an MKK4-dependent signaling inducing cata-

strophic vacuolization and cell death.

RESULTS

Induction of Rapid and Specific Cell Death of Glioma
Cells by a Small Molecule
In order to identify pathways vulnerable for targeted treatment of

GCs, a phenotypic screenwas performed to identify compounds

active on GCs without affecting embryonic stem cells or human

fibroblasts. GC cultures were independently generated from

two cases of GBM, according to Pollard et al. (2009) which

allows for adherent growth of cells with tumor-initiating and

stem-like properties. These cell lines, designated U3013MG

and U3047MG, were screened, rescreened, and confirmed us-

ing 1,364 compounds of the NIH diversity set II for phenotypic

changes observed following phalloidin staining (Figure 1A and

Figure S1A available online). 234 compounds showed effects

after 2 days with principal phenotypes observed designated as

tiny (T, dead or reduced cell size) or loose or fuse (LOF, senes-

cence-like morphology), respectively (Figures 1B–1D). Filter

screens against mouse embryonic stem cells (mESCs) and

human fibroblasts reduced the initial 234 compounds to 63

with effects selective for GCs (Figures 1A and S1B). The com-

pounds were confirmed active on U3013MG and U3047MG

GCs, as well as on seven other patient-derived GC cultures

that were established (U3024MG, U3017MG, U3031MG,

U3037MG, U3086MG, U3054MG, and U3065MG; Figures 1A

and S1E). The 63 compounds (Table S1) were examined in a re-

covery assay (Figures S1C andS1D) by quantification of cytotox-

icity, apoptosis, and cell viability (Figure S2A) in U3013MG GCs

and human fibroblast cells, as well as cell-cycle analysis by flow

cytometry (Figure S2B). In the recovery assay, 2 days with com-

pound were followed 2 more days without compound. Only 12

compounds had an irreversible effect at the same concentration

that caused the acute effects (Figures S1C and S1D). Quantifica-

tion of cell viability (ATP) and cytotoxicity (CytoTox-Glo) of the 63

compounds identified partly the same hit compounds (i.e., E5,

E10, and A7) as most efficacious with limited effects on fibro-

blasts (Figure S2A). Based on these analyses and in silico

absorption, distribution, metabolism, and excretion (ADME) pre-

diction (Figures S3A–S3J), a refined list of 17 hits (Table S2) was

pursued using several parameters, including cell-type-selective

in vitro and in vivo efficacy, Ca2+ imaging, and toxicity tests. A

hanging drop-based mixed culture procedure was developed

for assaying selectivity (Figures S4A and S4B). U3013MG GCs

and fibroblasts labeled with cell tracker red or green fluorescent

dye, respectively, in cocultures confirmed selectivity (Fig-

ure S4B). Only one compound (D1) inducedCa2+ flux inGCs (Fig-

ures S4C–S4E). To measure toxicity, increasing concentrations

of the 17 hits administered to the water of 10 days postfertiliza-

tion (dpf) zebrafish embryos revealed that, whereas B6, B11, E5,

E9, C2, C7, and D12 did not affect zebrafish development,

embryos died, decayed, or displayed yolk edema in the pres-

ence of the remaining hits (Figure S5A). Cardiovascular toxicity

of ex vivo adult zebrafish hearts (Kitambi et al., 2012) was

observed for four hits (A2, A6, C9, and E9) whereas small or no

effects were found on the remaining compounds (Figure S5B).

In vivo efficacy was examined in a zebrafish GBM model that

was developed where 3,000 U3013MG GCs labeled with cell

tracker red were injected intracranially into the ventricle of 48–

52 hpf larvae. The 17 hits administered to the egg water at the

lowest effective in vitro cytotoxic concentration and monitoring

tumor development 10 days later revealed that B7, C2, and E5

markedly reduced tumor size, with E5 being most potent (Fig-

ure S5C). Based on these analyses, further studies were focused

on compound E5, which we name Vacquinol-1 due to its

quinoline-alcohol scaffold (Figure 1E). Vacquinol-1 displayed

high cytotoxicity (15 mM, 12 hr; Figure 1F), led to a complete

loss of viability as measured by ATP depletion (Figure 1G), and

selectively targeted GCs in mixed cocultures with human fibro-

blasts (Figures 1H and 1I). Vacquinol-1 did not affect mESCs, hu-

man fibroblasts, or osteosarcoma cells (Figures 1J–1O) but

rapidly reduced the proportion of GCs in S and G2/M cell-cycle

phases (7.5 mM, 12 hr; Figure 1P). Cell density had only minor

effects on viability in dose response assays (Figure 1Q). The me-

dian inhibition concentration of 50% (IC50) was 2.36 mM (3,000

cells/cm2, 24 hr, Figure 1R) as compared to 139 mM by temozo-

lomide (Figure 1S, 48 hr), a commonly used drug for treating gli-

oma. The IC50 of Vacquinol-1 remained largely similar at 2, 3, and

4 days of incubation (Figures 1T–1V). Mouse glia and neuron cul-

tures showed an IC50 of 15 and 29 mM, respectively (24 hr, Fig-

ures 1W and 1X), and fibroblasts showed an IC50 of 18.7 mM

and 23 mM (24 and 96 hr, respectively; Figures 1Y and 1Z). The

IC50 of fibroblasts was not affected by changing to GC culture

medium during Vacquinol-1 treatment (Figures S1F and S1G).

Furthermore, Vacquinol-1 was ineffective on bladder, prostate,

breast, and neuroblastoma cancer cell lines (Figure S1H).

Induction of a Catastrophic Unconventional Cell Death
Pathway by Vacquinol-1
Apoptosis is associated with a rapid loss of ATP. Vacquinol-1

administration (7.5 mM, 7 hr) led to a marked and significant

increase of dead cells analyzed by flow cytometry, similar to

staurosporin (1 mM, 7 hr; Figures 2A–2F). The apoptosis inhibitor

Q-VAD only modestly rescued cells from death at 3 and 7 hr

(Figure 2F). Active cleaved Caspase-3 was not increased

by Vacquinol-1 as compared to vehicle-treated cultures,

whereas doxorubicin (10 mM) markedly increased positive cells
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Figure 1. Identification of GC Vulnerability to Vacquinol-1
(A) Schematic representation of the screening process and hit selection.

(B–D) GC phenotypes, normal phenotype, tiny phenotype, or loose of fuse phenotype (B, C, and D, respectively).

(E) Structure of identified hit Vacquinol-1.

(F) Cytotoxicity by Vacquinol-1 (15 mM) on GCs compared to DMSO and Staurosporin (10 mM).

(G) Viability (ATP) assay of Vacquinol-1 (15 mM, 2 days).

(H and I) Selective effects of Vacquinol-1 (15 mM) (I) as compared to DMSO (H) on GCs (red) in mixed culture assay with fibroblasts (green).

(J–O) Response of mESCs (J and K), human fibroblasts (L and M), and osteosarcoma cells (N and O) (DMSO: J, L, and N; Vacquinol-1 15 mM: K, M, and O).

(P) Cell-cycle analysis.

(Q–Z) Dose response of Vacquinol-1 in viability assay (ATP). Scale bars, 50 mm (B–D), 100 mm (H and I), and 100 mm (J–O).

Abbreviations: GC, glioblastoma cells; HFS, human fibroblast, mESC; mouse embryonic stem cells; TMZ, Temozolomide; mGlia, mouse glia cells; Vacq,

Vacquinol-1; Stau, staurosporin. Mean ± SD; t test, ***p < 0.001. See also Figures S1, S2, S3, S4, and S5.
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Figure 2. A Rapid Nonapoptotic Death by Vacquinol-1

(A–E) Flow-cytometry-based quantification of live and dead GC after 7 hr exposure (7.5 mM Vacquinol-1, 10 mM staurosporin).

(F) Quantification of live GCs after 3 hr or 7 hr of treatment.

(G–J) Active cleaved Caspase-3 (green) and phalloidin counterstaining (red) on GCs.

(K) Quantification of Caspase 3 and 7 activity.

(L–N) TMRE and ER tracker staining of GCs after 7 hr exposure to DMSOor 7.5 mMVacquinol-1 followed by quantification of TMRE intensity (N). Scale bars, 50 mm

(G–J, L, and M).

Abbreviations: a.u., arbitrary units; ns, not significant; RLUs, relative luminescence; Sta, Staurosporin; Vacq, Vacquinol-1. Mean ± SD; t test, **p < 0.01 to DMSO.
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(Figures 2G–2J). Caspase-3 and Caspase-7 enzymatic activity

was measured between 5 and 600 min after addition of

Vacquinol-1 at increasing concentrations (5–30 mM). Unlike

staurosporin, Vacquinol-1 had no effect on caspase activity at

any concentration or time point (Figure 2K). The accumulation

of tetramethylrhodamine ethyl ester (TMRE) in mitochondria

and the endoplasmic reticulum is driven by their membrane

potential. TMRE incorporation in mitochondria was largely unaf-

fected by Vacquinol-1 (7.5 mM, 7 hr; Figures 2L–2N). In ratiomet-

ric calcium imaging with ATP as positive control, cytosolic

calcium flux was not affected by Vacquinol-1 (Figures 3A, 3B,

3A0, and 3B0). These results show that Vacquinol-1-induced

GC death occurs by a nonapoptotic mechanism and does not

involve a disruption of active mitochondria.

Autophagy-associated cell death is the most widely studied

form of nonapoptotic cell death (Gozuacik and Kimchi, 2007).

LC3-II is conjugated to phosphatidylethanolamine on autopha-

gosomic membranes. Vacquinol-1 did not increase LC3-II immu-

noreactivity (Figures 3C and 3D). Scanning electron microscopy

on Vacquinol-1-treated GCs revealed a rapid rounding of cells

and appearance of membrane invaginations curved into crater-

like cups on the cell surface membrane (Figure 3F, arrowheads),

indicating an endocytic-like activity. Consistently, live-cell imag-

ing at high magnification revealed the formation of spherical pro-

trusions, blebs, appearingwithin seconds of exposing the cells to

Vacquinol-1 (Movie S1).With standardphase contrast optics, live

imaging revealedwithinminutes of Vacquinol-1 exposure (15 mM)

cell rounding and the formation ofmassivemembrane ruffles and

eventual death of cells by a rupture of the cytoplasmic mem-

brane, preceded by a marked contraction of the cytoplasmic

membrane followed by uncontrolled expansion resulting in its

rupture (Figure 3G and Movies S2 and S3). Live imaging with

Nomarski optics showed a rapid formation of intracellular vacu-

oles and membrane invaginations within 10 min of Vacquinol-1

(3.5 mM) with a dose-dependent increase of vacuole formation.

Vacuole size and numbers increased with time (Figure 3H and

Movie S3) and led to displacement of the cytoplasm with large

vacuoles and eventually cell rupture. These results confirm an in-

duction of endocytic-like activity by Vacquinol-1.

Using orthogonal (z stack projection) overlap of several bright-

field focal planes in a 3D image stack taken from a single-well im-

age field, large vacuoles of varying sizes were clearly observed

as lucent, a characteristic of vacuoles resulting frommacropino-

cytosis (Figure 4A). Another unique feature of macropinocytosis

is a large nonselective internalization of fluid trapped beneath

the projections of plasma membrane during membrane ruffling

(Mercer and Helenius, 2012; Swanson, 2008). Hence, rapid

incorporation of extracellular-phase fluid tracers is a hallmark

of macropinosomes. The tracer lucifer yellow (LY) in the medium

was taken up in most or all cells within 20 min (Figures 4B–4E;

7.5 mM Vacquinol-1) with an appearance within vacuoles (Fig-

ures 4F–4H). Internalization of LY was observed occasionally in

nonstimulated GCs but at a very low rate compared to Vacqui-

nol-1. Clathrin-independent endocytosis of the macropinocyto-

sis type is sensitive to the specific inhibitor of the vacuolar-type

H+-ATPase, Bafilomycin A1 (Baf-A) (Kaul et al., 2007; Overmeyer

et al., 2011). A short-term (1 hr) incubation of GCs with 100 nM

Baf-A had no effect by itself on uptake of LY but completely

abrogated Vacquinol-1-induced LY uptake (Figure 4I). Macropi-

nocytosis is also sensitive to perturbation of the activity of Dyna-

min by dynasore (Gold et al., 2010) and actin by Cytochalasin D

(Grimmer et al., 2002), which both completely prevented LY

uptake, whereas inhibition of the clathrin-dependent pathway

with chlorpromazine was ineffective (Figure 4I). Transmission

electron microscopy (TEM) confirmed induction of a massive

vacuolization in cells (7.5 mM, 6 hr; Figures 4J–4O). Clathrin-

coated endosomes are regular in size and are bounded by dou-

ble membrane. The numerous vacuoles observed in GCs were

large and of varying size, mostly empty and bounded by a single

membrane (Figures 4N and 4O), features that are consistent

with macropinosomes (Overmeyer et al., 2008). The lucent vac-

uoles were distinct from lysosomes, autolysosomes, and late

endosomes, which typically contain electron-dense organelle

remnants or degraded cytoplasmic components. Swollen endo-

plasmic reticulum and mitochondria and distorted bilayer struc-

tures of nuclear membrane was occasionally observed (Figures

4N, 4O, and S6). In cells on the verge of lysis, the vacuoles had

typically expanded to a point where much of the cytoplasmic

membrane was disrupted (Figure 4M). Macropinosomes

vary in size from&0.5–5.0 mm, which is consistent with the range

of Vacquinol-1-induced vacuoles quantified by TEM (7.5 mM,

6 hr; Figure 4P). Macropinocytic vacuoles recruit the late endo-

somal and lysosomal marker LAMP1. Consistently, a marked

increase of LAMP1 immunofluorescence was observed that

occasionally also was associated with membrane protrusions

(7.5 mM, 6 hr; Figures 4Q–4T). These results provide evidence

for initiation of massive macropinocytosis by Vacquinol-1, lead-

ing to catastrophic vacuolization and resulting in a necrotic-like

cell death.

Requirement of MKK4 Activation for Vacquinol-1-
Induced Macropinocytosis
An unbiased short hairpin RNA (shRNA) screen was used to

identify pathways for Vacquinol-1-induced vacuolization. The

approach was based on the idea that depleting a key factor in

the pathway should render GCs refractive to Vacquinol-1-

induced death. A DECIPHER lentiviral shRNA library consisting

of 27,500 shRNAs covering 5,043 target genes (Human Module

1) were used to transduce U3013MG GCs. Surviving cells after

24 hr of Vacquinol-1 (14 mM; Figure 5A) displayed markedly

different cell appearance (Figures 5B and 5C). The resulting Vac-

quinol-1-resistant GCs displayed an IC50 of 14.3 ± 1.16 mM on

GC viability (Figure 5D), similar to fibroblasts (IC50 of 18.7 ±

0.06 mM). Sequencing of DNA prepared from the resistant GCs

revealed an enrichment ofMAP2K4 shRNA viruses (Figure S7A).

Fluorescence staining and western blot analyses of GCs for acti-

vating phosphorylation of MKK4 encoded by MAP2K4 revealed

a rapid and pronounced activation by Vacquinol-1 (7.5 mM) from

5min to 26 hr of stimulation (Figures 5E–5K). No effect on histone

H3K27 methylation was observed (Figure 5K). Abrogation of

MKK4 activity by two independent shRNAs led to marked in-

crease of the IC50 viability of Vacquinol-1-treated GCs (94%

knockdown of protein level, n = 3; Figures 5L, S7B, and S7C).

Phosphorylated MKK4 rapidly organized as punctate cyto-

plasmic staining in Vacquinol-1-treated cells (7.5 mM, 12 hr; Fig-

ures 5M and 5N). These results identify activation of MKK4 as a
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Figure 3. A Rapid Induction of Membrane Ruffling and Vacuolization by Vacquinol-1

(A and B) Ca2+ flux in GCs.

(C and D) LC3-II immunoreactivity (Vacquinol-1, 7.5 mM).

(E and F) SEM analyses of GCs (7.5 mM Vacquinol-1 for 7 hr, red arrowheads point at membrane indentations).

(legend continued on next page)
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critical node in the signaling pathway executing Vacquinol-1-

induced death of GCs.

MKK4 was confirmed required for the process of Vacquinol-

1-induced macropinocytosis. Thus, following knockdown of

MAP2K4, GCs became refractory to Vacquinol-1-induced

vacuolization and LY incorporation (Figures 5O–5U), similar to

osteosarcoma cells (Figures 5S and 5T), showing that resistance

to death is associated with a defective formation of macropino-

cytic vacuoles induced by Vacquinol-1. Thus, the distinctive

feature of vulnerability to macropinocytosis and death in GCs

requires MKK4 activity.

Efficacy of Vacquinols Is Governed by Selective
Chemical Features
Acquisitionof structural analogs fromNCI/DTP (http://dtp.cancer.

gov), along with chemical synthesis (Extended Experimental Pro-

cedures; Data S1), was used for identification of potent deriva-

tives, as well as insight into the SAR of Vacquinol-1 (Figure 6).

Key chemical features critical for efficacy were identified by

measurements of IC50 in viability assay. Ab-hydroxyaminomoiety

in the 4 position of the quinoline core was invariably crucial.

In accordance, all analogs containing either the ketone or

carbamide in this position were inactive (Figure 6, compounds

2–3), as was the analog without this moiety (Figure 6, compound

5). Replacing piperidine with pyrrolidine (Figure 6, compound 6)

marginally attenuated activity, whereas pyridine (Figure 6, com-

pound 7) as an isostere of piperidine resulted in a complete loss

of potency. Piperidine N-methylation (Figure 6, compound 8)

gave a dramatic drop in effect, whereas methylation of the vicinal

alcohol was tolerated (Figure 6, compound 4). Surprisingly, three

of the four possible stereoisomers of Vacquinol-1 were roughly

equipotent, with one isomer slightly less active (data not shown).

The quinoline core and 2-(4-chlorophenyl) moiety were more

tolerant of variation, as the corresponding benzoquinoline

(Figure 6, compound 15) resulted in the hitherto most potent

compound identified in the Vacquinol series (IC50 = 0.39 mM).

Additional positions of the core scaffold were amenable to func-

tionalization with slight or no effect on activity (e.g., compound

13 and 14).

The 2-phenylquinoline core structure also appeared to be

crucial for activity, as the analogous 4-pyridinyl compounds

with (Figure 6, compound 20) or without (Figure 6, compound

19) the pendant 2-phenyl group were completely inactive. Simi-

larly, removal of the 2-(4-chloro)phenyl ring resulted in complete

abrogation of effect (Figure 6, compound 21). The in vitro effi-

cacy of evaluated compounds showed a high correlation to

in vivo effects in the zebrafish xenograft model (Figure 6).

In summary, these results show that modification of the b-hy-

droxypiperidine moiety or change of the quinoline scaffold of

Vacquinol-1 lead to dramatic shifts in potency, whereas substi-

tutions on the scaffold and pendant 2-phenyl group are toler-

ated. Modifications that are expected to only marginally affect

physicochemical properties—e.g., pKa or logP—gave large var-

iations in activity, supporting the hypothesis that the compounds

exert their phenotypic response through binding to a specific

protein target (or targets). However, as all compoundswere eval-

uated and triaged in the primary GC viability assay, beyond bind-

ing affinity to putative pharmacological targets, pharmacokinetic

properties such as membrane permeability are likely contrib-

uting factors of compound efficacy in cells.

In Vitro Preclinical Profiling of Vacquinol-1
In vitro physicochemical testing of Vacquinol-1 (i.e., solubility,

pKa, and logP/D) indicates typical characteristics of a cationic

amphiphilic drug (eg., high basic pKa, high logP/D), albeit an

apparent high solubility in artificial cerebrospinal fluid (ACSF).

ADME profiling confirmed that Vacquinol-1 exhibits high

apparent membrane permeability (Papp) in Caco-2 cell mono-

layers. A slight efflux was detected, which was completely in-

hibitedby theGF120918 (Elacridar), an inhibitor ofP-glycoprotein

(Hyafil et al., 1993). Further, Vacquinol-1wasmetabolically stable

in human and mouse liver microsomes, as well as in freshly pre-

pared human hepatocytes. Thus, Vacquinol-1 is predicted to be

highly absorptive over biological membranes and resilient to

metabolism, which indicates high bioavailability (Table S3).

Attenuation of Tumor Growth In Vivo and Prolonging
Survival by Vacquinol-1
Based on these results, Vacquinol-1 appeared as a promising

candidate molecule for the treatment of glioblastoma. The ze-

brafish xenograft glioblastoma model was developed for quanti-

tative analyses of tumor development and infiltration in the host

brain (Figures S7D and S7E). Within 1 week after fluorescently

labeled U3013MG cells were injected, GCs rapidly expanded

and formed a tumor cell mass within the ventricle and started

to infiltrate the brain (Figures 7A and 7B). The developing tumors

stained for human nuclear antigen (Figure S7D). Quantification of

area, fluorescence level, and infiltration (distance from ventricle)

revealed beneficial effects of Vacquinol-1 on all parameters

(10 days, 15 mM in aquarium water; Figures 7C–7I). The ability

of Vacquinol-1 to attenuate tumor progression was next exam-

ined in a mouse model for human GBM. NOD/SCID mice

received intracranial injections of U3013MGCs, and the resulting

tumor was allowed to develop for 7 weeks. All mice presented

with large and highly vascularized tumors infiltrating the host

brain and often displayed massive areas of necrosis, overtly

observed during dissection of the brains (n = 5, Figure 7J1).

Histopathologic analysis revealed several features of GBM,

including pseudopalisading necrosis, mitotic cells, and exten-

sive microvascular proliferation (Louis et al., 2007) (Figures

7J1–7J3 and S7F). Tumors were highly immunoreactive for hu-

man Nestin (hNestin) and human GFAP (hGFAP). Vacquinol-1

(15 mM, 0.5 ml/hr) or vehicle (DMSO) were administered intra-

cranially into the site of original cell deposit 6 weeks after

engraftment. Despite the advanced stage of cancer at the time

of Vacquinol-1 administration, whole-brain morphology was

(G) Live imaging of GCs (15 mM Vacquinol-1). Images collected at times of major phenotypic changes.

(H) (H1 and H12) Live imaging with interference contrast optics of GCs (Vacquinol-1, 3.5 mM). Note increase in vacuole number and size (arrowhead points at a

vacuole expanding in size). Scale bars, 50 mm (C), 5 mm (E), 20 mm (G), 20 mm (H1), and 10 mm (H2).

Abbreviations: s, seconds; min, minutes; SEM, scanning electron microscopy. See also Figure S4 and Movies S1, S2, and S3.
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Figure 4. GC Vulnerability to Macropinocytosis and Catastrophic Vacuolization Resulting in Cell Death

(A) Merge of optical interference contrast planes (Vacquinol-1 7.5 mM, arrowhead indicates vacuole).

(B–H) LY accumulation in GCs. Arrowhead in (F)–(H) points to a LY-containing vacuole.

(legend continued on next page)
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markedly normalized after 1 week treatment (Figures 7J1 and

7K). Tumors were invariantly smaller, and the area of necrosis

and hGFAP and hNestin immunoreactivity was significantly

reduced (Figures 7L–7O and S7G). Only tumor cells in Vacqui-

nol-1-treated mice displayed amassive LAMP1 staining (Figures

7P and 7Q). These results show that Vacquinol-1 activates

similar cellular responses in vivo as in vitro, that activation of

this pathway is selective for GBM as no staining was observed

in the host brain, and that it has the capacity when administered

into the brain to attenuate tumor growth.

Encouraged by these results, we investigated the bioavail-

ability of Vacquinol-1 in vivo by oral (p.o.), intravenous (i.v.),

and intraperitoneal administration. The i.v. plasma kinetics

lacked a clear distribution phase, which indicates a rapid tissue

distribution (apparent distribution kinetic phase visible in brain

i.v.) after administration and a relatively large calculated volume

of distribution, as predicted by in vitro ADME data. The pharma-

cokinetics of Vacquinol-1 showed a maximal plasma exposure

of 3,279 ng/ml and good penetrance into the brain with exposure

of 1,860 ng/ml following a single oral dose of 20 mg/kg (Figures

S7H, S7J, and S7K). As predicted from the in vitro evaluation of

metabolic stability, Vacquinol-1 was highly stable in vivo with

very low systemic plasma clearance (t1/2 = 52 hr in plasma) (Fig-

ure S7H). Based on these results, the ability of oral Vacquinol-1

administration (20 mg/kg) once daily for 5 days to affect disease

progression was examined by MRI measurements of tumor vol-

ume in the above-described xenograft GBM model. Treatment

started at 6 weeks after engraftment of U3013M GCs, and ani-

mals were analyzed at week 8. During dissection, brains from

vehicle treated mice displayed hemorrhage, areas of necrosis,

and increased brain weight (n = 7), whereas brains from Vacqui-

nol-1-treated mice (n = 13) showed a normal brain morphology

and had a normalized brain weight (Figures 7S and S7I). Analysis

by MRI revealed large tumors in all vehicle-treated mice with

significantly smaller (four animals) or complete absence (nine

animals) of detectable tumors in Vacquinol-1-receiving mice

(Figures 7R, 7T, and S7L). These results urged us to examine

whether survival can be prolonged by Vacquinol-1. Mice

receiving oral administration of Vacquinol-1 2 weeks after

engraftment of U3013M GCs (20 mg/kg once daily for 5 days)

displayed a temporary 10.8% ± 8.1% loss of body weight but

regained weight to controls 1–2 weeks after end of treatment.

Vacquinol-1 significantly enhanced survival as compared to

vehicle-treated mice. Vehicle-treated animals (n = 8) showed a

median survival of 31.5 days, whereas only two of the eight Vac-

quinol-1-treated mice died during the 80 days of the experiment

(Figure 7U, p = 0.0004 Mantel-Cox test). Hence, we conclude

that oral administration of Vacquinol-1 substantially impairs

disease progression and prolongs survival.

DISCUSSION

We have undertaken a functional screen of GCs based on

the assumption that the accumulation of genetic alterations

affecting intracellular signaling pathways underlying tumorigen-

esis also can result in gained cellular vulnerability not necessarily

involved in the cancerous process. One biological process was

identified in this screen that resulted in a robust loss of viability

and increased display of cytotoxicity in GCs. The effect occurs

independently of engaging apoptotic or autophagic pathways

or overtly compromising mitochondria. Instead, cytotoxicity

was found to be conferred by a mechanism involving induction

of massive macropinocytosis, resulting in catastrophic vacuoli-

zation and death. This effect was found only in GCs, as mESCs,

fibroblasts, mouse astrocytes, neurons, and several other types

of cancer cells did not respond similarly to Vacquinol-1.

The biological process initiated by Vacquinol-1 involves

massive membrane ruffling and blebbing within seconds after

stimuli onset, cell rounding, followed by vacuole formation,

which, in a time and concentration-dependent manner, in-

creases in number and size and eventually leads to a disruption

of cell membrane integrity and cell death. Themolecular target of

Vacquinol-1 and/or enrichment of downstream signaling path-

ways appear to confer a specificity of vacuolization toGBMcells.

The massive buildup of vacuoles shows that any clearance of

vacuoles by recycling or fusion with other endosomal compart-

ments is insufficient. These characteristics are shared with

macropinocytic vacuoles observed by forced expression of

constitutively activated Ras (Bhanot et al., 2010; Overmeyer

et al., 2008). Because TMRE staining of mitochondria was not

affected, indicating that membrane potential is unperturbed,

we believe that the energy-consuming processes of massive

membrane ruffling, retraction of blebs, and acidification of vacu-

oles contributes to the cellular depletion of ATP and is part of the

high cytotoxicity of Vacquinol-1. Blebs are typically associated

with macropinocytosis and are caused by a loss of the tight con-

tact between the plasma membrane and the underlying layer of

actin and myosin cortex, which holds the membrane under ten-

sion. Thus, when the plasma membrane separates from the cor-

tex, the cytoplasmic pressure leads to formation of membrane

blebs, which lacks the actin cytoskeleton (Charras and Paluch,

2008). The retraction of blebs is associated with actin reassem-

bly and reattachment of the membrane to the actin cortex. Dur-

ing the final stage of Vacquinol-1-induced cell toxicity, we often

observed by live imaging an initial cytoplasmic membrane

contraction followed by a very fast expansion of the membrane,

resulting in lysis of the cytoplasmic membrane. This finding is

consistent with actin reassembly followed by a complete dis-

solving actin cortex attachment and thereby release of the

(I) Percent of LY-positive cells in the presence or absence of indicated inhibitors.

(J–O) TEM images of GCs. Note that (K), (L), and (M) represent cells at different stages of the cell death process. Arrowheads points at vacuoles, white arrow

points at nuclear membrane, blue arrow points at swollen mitochondria, asterisk indicates swollen endoplasmic reticulum, and red arrow points at relatively rare

vacuoles with some electron-dense material.

(P) Quantification of number and size of vacuoles per cell.

(Q–T) Immunostaining of GC for LAMP-1. Scale bars, 20 mm (A), 50 mm (B), 10 mm (D), 1 mm (J), 200 nm (N), 50 mm (Q), and 10 mm (R).

Abbreviations: BafA1, Bafilomycin A; Chlorp, Chlorpromazine; CytoD, cytochalsin D; Dyn, Dynasore; LY, lucifer yellow; TEM, transmission electron microscopy;

Vacq, Vacquinol-1. Mean ± SD. See also Figure S6.
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tension exerted by the hydrostatic pressure of the cytoplasmic

membrane, leading to its fast expansion and lysis. This process

is expected to be affected both by an increased membrane ten-

sion due to the diminishing content of cytoplasmic membrane

caused by the vacuolization and by depletion of ATP that is

required for actin reassembly.

Glioblastomas are highly aggressive and infiltrative and

frequently recur after treatment. The main therapy involves radi-

ation and chemotherapy with temozolomide (TMZ) (Stupp et al.,

2005) that act by reducing cell viability causing apoptosis and

senescence (Günther et al., 2003). Precisely how recurrence oc-

curs is unknown but may involve clonal expansion of cells with

accumulated mutations, rendering cells refractive to current

treatment strategies (Zhang et al., 2010). Cellular heterogeneity

of glioblastoma may also contribute to tumor recurrence, as

the endogenous glioma cells with properties of cancer stem cells

is a quiescent population (Alcantara Llaguno et al., 2009; Singh

et al., 2004). TMZ and radiotherapy act primarily on rapidly

dividing cells and may fail in due course because they cannot

kill the subpopulation of relatively quiescent tumor-initiating cells

(Bao et al., 2006; Chen et al., 2012a). The molecular action of

Vacquinol-1 onmacropinocytosis is expected to be independent

of cell proliferation and therefore should target relatively quies-

cent stem-like tumor-initiating cells with similar efficiency as

rapidly dividing cells. As it targets a new and independent

pathway, Vacquinols are also expected to be efficient for drug-

resistant cancer. Although Vacquinols could be efficient as

monotherapy, the rapid loss of ATP would be expected also to

potentiate cytotoxicity in combination therapy approaches.

The in vitro preclinical profiling and in vivo pharmacokinetics of

Vacquinol-1 indicate promising CNS drug properties such that it

is highly stable in vitro/in vivo with low systemic clearance and

high passive permeability and that it displays good penetrance

into the brain. Mice were found to be highly tolerant to Vacqui-

nol-1, as administration with 20 mg/kg p.o. for 5 days did not

result in a sustained weight loss, showing that the potential

buildup of high plasma concentrations at steady state does not

compromise survival. These results suggest that an adequate

concentration for cytotoxicity of glioblastoma without severe un-

wanted effects to transpire possibly can be achieved in vivo

following administration.

Macropinocytosis is induced by the activation of tyrosine

kinase receptors, integrins, or other cell-surface receptors,

which causes a general elevation of actin polymerization at the

cell surface, resulting in membrane ruffles that close at the distal

margins to engulf extracellular fluid (Haigler et al., 1979; Mercer

and Helenius, 2012; Swanson, 2008). Thus, when ruffles curve

into open, crater-like cups at the cell surface membrane, ruffle

closure is followed by cup closure, separating the macropino-

some from the plasma membrane. The massive cell ruffles

observed after Vacquinol-1 addition, followed by cell membrane

invaginations, could therefore be closely linked to the formation

of macropinosomes.

The MAPKK, MKK4 encoded byMAP2K4, was found as a key

signaling element for Vacquinol-1-induced macropinocytosis.

MKK4 belongs to the stress/GPCR agonists/cytokine/growth

factor-activated pathway, which previously is associated with

inflammation, apoptosis, growth, and differentiation processes

(Morrison, 2012), but we cannot find any previous knowledge

on its participation in vacuolization. MAP2K4 loss of function is

observed at &5% across a wide spectrum of cancers, including

those of the breast, lung, pancreas, bile duct, prostate, and

ovary, but its role appears complex, and both tumor suppressor

and pro-oncogenic activities are consistent with its engagement

in multiple cellular processes (Whitmarsh and Davis, 2007).

The mechanism of MKK4 activation and its requirement for

macropinocytosis and vacuolization are not fully understood

but could be engaged downstream of Ras-activated Rac1.

MAP2K4 has not been shown to be mutated in GBM, but nearly

all tumors (88%) display alterations in receptor tyrosine kinase/

Ras signaling. Constitutively active Ras, if ectopically expressed,

can drivemacropinocytosis in a glioblastoma cell line (Kaul et al.,

2007; Overmeyer et al., 2008). It is possible that an elevated Ras

signaling participates inMKK4 activation in glioblastoma and un-

derlies the vulnerability of GCs to Vacquinol-1-induced vacuoli-

zation. However, GCs displayed a low constitutive uptake of

LY in the absence of Vacquinol-1, indicating that endogenous

Ras activity in these tumor cells is insufficient by itself for initi-

ating high levels of macropinocytic activity. The critical role of

MKK4 for macropinocytosis warrants studies to determine

whether it is essential for induction of macropinocytosis in

all its forms, including physiological processes, for instance, dur-

ing uptake of bacteria, apoptotic bodies, necrotic cells, and

viruses.

Vacquinol-1 (NSC13316) stems from a class of b-aminohy-

droxyquinolines originally developed for antimalarial application

(Brown and Jacobs, 1946; Pinder andBurger, 1968; Rapport and

Senear, 1946). A close analog to Vacquinol-1, NSC23925, has

recently been reported to reverse P-glycoprotein-mediated

efflux of several cancer drugs in multidrug-resistant cancer cell

Figure 5. Dependence on MKK4 for Macropinocytosis and Catastrophic Vacuolization in GCs

(A) Schematic illustration of the RNAi screen.

(B and C) Morphology of control and Vacquinol-1-resistant GCs.

(D) Viability (ATP) dose response of Vacquinol-1-resistant GCs.

(E–J) Immunocytochemical staining for phospho-MKK4.

(K) Western blot analysis for phospho-MKK4, H3K27me3, and H3 as loading control.

(L) Dose response of viability (ATP) of MAP2K4 shRNA-transduced GCs exposed to Vacquinol-1 and western blot analyses of the knockdown efficiency of the

MKK4 shRNA-transduced cells.

(M and N) Immunocytochemical staining of GC for phospho-MKK4.

(O–T) LY accumulation in resistant cells, scrambled control, and MAP2K4 shRNA-transduced GCs and osteosarcoma cells.

(U) Quantification of percent LY-positive cells from the experiments shown in (O)–(T). Scale bars, 100 mm (B and E), 50 mm (F), and 10 mm (M).

Abbreviations: SCR or CTR, scrambled shRNA control; GC, glioblastoma cells; LY, lucifer yellow; R, resistant GCs from shRNA screen; Vacq, Vacquinol-1; OS,

osteosarcoma cells. Mean ± SD; t test, *p < 0.05 and **p < 0.01. See also Figure S7.
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lines (Duan et al., 2009, 2012), although no direct cytotoxic effect

of the compound itself was evident. In GCs, however, NSC23925

displayed an IC50 of 7.59 mM (Figure 6), only slightly less potent

than Vacquinol-1. Compounds from the same class were

recently described also as inhibitors of bacterial biofilm forma-

tion (León et al., 2013) and as inhibitors of SHIP1/2 in multiple

myeloma cell lines (Fuhler et al., 2012).

Vacquinol-induced cell death does not appear to confer an un-

specific cytotoxicity, as other cell types showmarginal or no loss

of viability in the presence of Vacquinol-1 at comparitive concen-

Figure 6. Structure-Activity Relationship of

Vacquinols

Generic structure of Vacquinol-1 with modified

positions represented by X, Y, R1, and R2.

Representative compounds (compound ID) with

various combinations of structural modification at

site X, Y, R1, and R2 and their impact on its activity

measured by dose response of viability (ATP) of

GCs determined IC50 (24 hr) indicated, followed

by some representative compound effects in the

zebrafish xenograft model. Number at right bottom

corner of the zebrafish xenograft panels (xeno-

transplanted GCs, red) indicates the compound

number from the left side of the table. Scale bar,

100 mM. Abbreviations: e, eye; (a) IC50 values of

quadruplicate data calculated from a logarithmic

11 point dose response; (b) Vacquinol-1; (c) Ymin

not reached, indicating that the highest concen-

tration evaluated in dose response did not reach

full inhibition of viability relative to positive control,

resulting in incomplete curves.

trations. Accumulation of phase-lucent

vacuoles is consistently observed in all

active members of the Vacquinol family

of compounds (data not shown) at 10- to

100-fold lower concentrations than the

corresponding IC50 of GC viability. No vac-

uoles could be observed in alternative cell

lines, at any concentration, regardless of

the level of cytotoxicity observed in these

cells. We believe that induction of this

phenotype is a critical contributor to in vivo

efficacy.

The structure-activity relationship (SAR)

of Vacquinols reveals an exquisite depen-

dence on the piperidin-2-ylmethanol moi-

ety in the 4 position of the quinoline. Few

modifications were tolerated in this region,

although variability could be introduced in

other positions of the quinoline and/or the

pendant phenyl group in the 2 position

while maintaining effect. In contrast to the

reported stereochemical superiority of a

single isomer of NSC23925 in reversing

Pgp-mediated drug resistance in SKOV-3

cell lines (Duan et al., 2012), three of the

four possible isomers of Vacquinol-1

were roughly equipotent (data not shown). Thus, we did not pur-

sue a stereospecific synthesis.

The long in vivo half-life of Vacquinol-1, in concert with its

quinine-like lipophilic amine structure, suggested that the com-

pound may be lysosomotropic in character, similar to the auto-

phagy inhibitor chloroquine. Chloroquine has been described

as toxic for glioblastoma cell lines through the induction of auto-

phagic vacuole accumulation (Geng et al., 2010), a sensitizer of

radiation-induced cell death of GCs (Firat et al., 2012) and as

an adjuvant of conventional therapies of GBM (Sotelo et al.,
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Figure 7. In Vivo Effects of Vacquinol-1 Treatment in Animal Models of GBM

(A) (A1 and A2) GCs (red) transplanted into islet1:GFP transgenic zebrafish brain imaged at 48 hours postfertilization (hpf) (A1) or after 1 week (A2). White arrows

indicate transplanted cells.

(B) (B1 and B2) Three-week-old xenografted zebrafish larvae (red GCs indicated by arrow).

(legend continued on next page)
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2006). However, chloroquine showed no intrinsic activity on GCs

in our hands (Figure 6) and induced no vacuole accumulation. In

addition, electron microscopy reveals that vacuoles induced by

Vacquinol-1 are single-membrane bound, thus not autophago-

somal in origin.

In addition to the long in vivo pharmacokinetic profile and oral

bioavailability, Vacquinol-1 exhibits favorable overall preclinical

characteristics. Although in vivo tolerance appears high and

could be adequate for clinical utility, one possible obstacle for

further clinical development of Vacquinol-1 is the effective ther-

apeutic window in vitro, as unrelated toxicity appears at around

15 mM. The identification of compounds with higher selective

activity toward GCs may improve this window.

By taking an unbiased strategy, we have identified a vulnera-

bility to a macropinocytosis-associated catastrophic vacuoliza-

tion as a selective feature of GBM and provide evidence for its

targeted induction by a small molecule. We provide mechanistic

and molecular insights for the cellular processes and signaling

pathways involved and describe the structure-activity relation-

ship of Vacquinol-1 for maintaining activity. Furthermore, our re-

sults provide evidence for an efficient in vivo induction of the

same signaling pathway in animal models of GBM and show

that tumor development can markedly be attenuated without

apparent effects on host brain tissue. Thus, we have identified

an acquired cellular property in GBM that can be readily targeted

with small molecules displaying suitable properties for clinical

development that rapidly and selectively depletes glioblastoma

cells, attenuates disease progression, and prolongs survival in

a GBM animal model.

EXPERIMENTAL PROCEDURES

GC Isolation and Screen

GBM grade IV biopsies were obtained and cultured according to Pollard et al.

(2009). The NCI Diversity Set II small-molecule library was screened on GC

lines U3013 and U3047 and was compared with mESCs and fibroblast cells

to identify compounds affecting only GCs. The identified compounds were

then exposed to a panel of other GC lines (U3013, U3047, U3024, U3031,

U3037, U3086, U3054, and U3065), and the effect was documented.

Multiparametric Assays

Multiparametric assays of the 63 and 17 compounds were conducted in 384-

well microtiter plates seeded with 10,000 cells. Cell viability, cytotoxicity, and

apoptosis were measured using CellTiter-Glo Luminescent Cell Viability

Assay, CytoTox-Glo Cytotoxicity Assay, and Caspase-Glo 9 Assay (Promega)

according to the manufacturer’s instructions. Mixed culture assay was per-

formed with 1,000 labeled cells in hanging drop cultures. The dilution and

recovery assay was performed by 2 day compound treatment followed by

analysis after an additional 2 days without compound on GCs. Cell-cycle

profiling was performed by propidium iodine flow cytometry and apoptosis

by quantitative flow cytometry. Ratiometric calcium imaging and ADME ana-

lyses were performed according to previously published procedures. IC50

was determined using Cell Viability assay.

Live Imaging and In Vivo Tests

Live imaging was performed on an Operetta High Content imaging system

(PerkinElmer). Toxicity on embryos and cardiac toxicity was assessed in

Zebrafish. For tumor development, zebrafish or NOD-SCIDmice were injected

with &3,000 or 100, 000 cells, respectively.

RNAi Screen

We used a DECIPHER lentiviral shRNA library consisting of Human Module 1,

which includes a targeting of signaling pathways. In total 27,500 shRNAs

targeting 5,043 genes were used. Viruses enriched in surviving cells after Vac-

quinol exposure (14 mM) were identified by deep sequencing.

Chemical Synthesis

Chemical syntheses were performed at CBCS, Karolinska Institutet, Stock-

holm, Sweden and SAI Life Sciences, Hyderabad, India. All final compounds

were purified to R95% purity according to UV detection (305 ± 90 nm) and

identity verified by mass spectrometry (MS) and NMR spectra before evalu-

ated in biological assays. A full description of chemistry and associated ana-

lyses can be found in the Supplemental Information.

SUPPLEMENTAL INFORMATION

Supplemental Information includes seven figures, one data file, three tables,

and three movies and can be found with this article online at http://dx.doi.

org/10.1016/j.cell.2014.02.021.
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SUMMARY

The development of whole-body imaging at single-
cell resolution enables system-level approaches
to studying cellular circuits in organisms. Previous
clearing methods focused on homogenizing mis-
matched refractive indices of individual tissues,
enabling reductions in opacity but falling short
of achieving transparency. Here, we show that an
aminoalcohol decolorizes blood by efficiently eluting
the heme chromophore from hemoglobin. Direct
transcardial perfusion of an aminoalcohol-containing
cocktail that we previously termed CUBIC coupled
with a 10 day to 2 week clearing protocol decolorized
and rendered nearly transparent almost all organs of
adult mice as well as the entire body of infant and
adult mice. This CUBIC-perfusion protocol enables
rapid whole-body and whole-organ imaging at sin-
gle-cell resolution by using light-sheet fluorescent
microscopy. The CUBIC protocol is also applicable
to 3D pathology, anatomy, and immunohistochem-
istry of various organs. These results suggest that
whole-body imaging of colorless tissues at high
resolution will contribute to organism-level systems
biology.

INTRODUCTION

Since the discovery of cells in the organism about 350 years ago,

whole-body imaging of single cells in opaque organisms like

mammals has been a fundamental challenge in biology and

medicine. Imaging intact structures at single-cell resolution will

enable a systems-level elucidation of cellular connectivity and

dynamics. This will improve our understanding of the generation

and progression of diseases with stochastic and proliferative

processes such as autoimmune and malignant neoplastic dis-

eases, because single-cell events in these diseases eventually

affect the health status of the entire organism. However, even

the&30 g body of an adult mouse comprisesmore than 30 billion

cells, which makes it difficult to comprehensively identify cellular

circuits and quantitatively analyze dynamics. Conventional his-

tology techniques are laborious and require tissue sectioning,

which are challenging barriers toward rapid three-dimensional

(3D) visualization of organ structures.

By contrast, optical sectioning with light-sheet microscopy

in combination with recent advances in tissue-clearing tech-

niques is a promising route toward visualizing single cells within

a whole-organ or whole-body context (Dodt et al., 2007; Ertürk

et al., 2012; Keller and Dodt, 2012; Susaki et al., 2014; Tomer

et al., 2014). The pioneering work by Werner Spalteholz first

introduced the principle of transparent 3D specimens a cen-

tury ago (Spalteholz, 1914). Up until now, a number of tissue-

clearing reagents (BABB, THF-DBE, Scale, SeeDB, ClearT)

and protocols (3DISCO, CLARITY, PACT-PARS) have been

developed (Becker et al., 2012; Chung et al., 2013; Dodt

et al., 2007; Ertürk et al., 2012; Hama et al., 2011; Ke et al.,

2013; Kuwajima et al., 2013; Tomer et al., 2011; Yang et al.,

2014). However, they cleared tissues to different degrees of

transparency. In order to observe deep tissue structures, we

aimed for a level of transparency of internal organs (such as

heart, lung, kidney, liver, pancreas, spleen, stomach, and small

and large intestines) and soft tissues (such as muscles) to the

extent that: (1) chest and abdominal backbones and the bones

of limbs through internal organs and soft tissues from both

ventral and dorsal sides of the body are visible, and (2) individual

cells within intact organs and tissues are resolved by whole-

body or whole-organ imaging. We previously demonstrated

that aminoalcohol-based chemical cocktails, termed CUBIC

(clear, unobstructed brain imaging cocktails and computational

analysis), efficiently cleared whole brains of adult mice by

removing lipids to homogenizing refractive indices (RIs) without

signal loss from fluorescence proteins (Susaki et al., 2014). All

previous tissue-clearing methods, including ours, have mainly

focused on homogenizing RIs, and some of them based on

the lipid removal (BABB, 3DISCO, CLARITY, CUBIC, PACT-

PARS) succeeded in the clearing and imaging of adult whole

brain (Becker et al., 2012; Chung et al., 2013; Dodt et al.,
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2007; Ertürk et al., 2012; Susaki et al., 2014; Yang et al., 2014),

which is a relatively lipid-rich tissue. However, when applied

to the whole body, thick tissues block photons in the visible

region (400–600 nm) not only because of light scattering by

endogenous materials with mismatched RIs, but also because

of the light absorbance by endogenous chromophores—mainly

hemoglobin and myoglobin (Faber et al., 2003; Weissleder,

2001). Thus, efficient decolorization of endogenous chromo-

phores inside tissues (particularly heme, which is one of the

most abundant endogenous chromophores) is needed to clear

whole-body tissues. Classical treatment by the peroxide

decolorizes tissues. However, this peroxide treatment causes

not only serious damage to outer tissues (Steinke and Wolff,

2001), but also a significant loss of GFP signal (Alnuami et al.,

2008). Heme tightly binds to hemoglobin and can be released

only in highly acidic (%pH 2) or basic (RpH 11) conditions

(Kristinsson and Hultin, 2004; Teale, 1959). This highly acidic

or basic treatment also results in significant loss of signals

from GFP-related fluorescence proteins (Haupts et al., 1998).

Thus, a clearing method is needed to efficiently elute heme

in moderately basic conditions to enable GFP-related fluores-

cence proteins to retain their fluorescence properties.

In this study, we demonstrate that aminoalcohols within

CUBIC cocktails decolorized the blood by efficiently eluting the

heme chromophore from hemoglobin in moderately basic condi-

tions. An accelerated clearing protocol with CUBIC perfusion

rendered nearly transparent almost all organs of adult mice, as

well as the entire bodies of infant and adult mice, and enabled

rapid whole-body and whole-organ imaging with single-cell res-

olution. We used CUBIC to diagnose the pathology of Langer-

hans islets in the diabetic pancreas, as well as to anatomically

annotate various organ structures in 3D. We also applied CUBIC

to 3D immunohistochemistry of various organs. These results

suggest that whole-body imaging with single-cell resolution

achieved by tissue decolorization can contribute to the founda-

tion of the organism-level systems biology.

RESULTS

Aminoalcohols in CUBIC Cocktails Decolorized the
Blood by Efficiently Eluting Heme Chromophore
To achieve whole-body imaging with single-cell resolution, it is

important to decolorize endogenous chromophores such as

heme. When we immersed various organs directly (i.e., without

perfusion) to paraformaldehyde (PFA) and subjected them to

ScaleCUBIC-1 (Susaki et al., 2014; in this study, we term it

‘‘CUBIC-1’’ for simplicity), we found that the color of the solvent

immediately turned a dark green. This observation led us to hy-

pothesize that CUBIC-1 could solubilize and elute endogenous

heme from blood-infused tissues. To test this hypothesis, we

first investigated whether CUBIC reagents can directly decol-

orize blood. The PFA-fixed blood suspension was washed three

times with CUBIC-1, resulting in transparent pellet and olive-

green supernatant (Figure 1A). On the other hand, the pellet

and the supernatant from PBS-treated blood suspension

remained dark red and colorless, respectively. Among CUBIC-

1 constituents, N,N,N’,N’-tetrakis(2-hydroxypropyl)ethylenedi-

amine (termed here as ‘‘aminoalcohol #10’’) (Susaki et al.,

2014) alone, but not other reagents, is sufficient to decolorize

the blood (Figures 1A and 1B). The visible spectra of chemically

treated erythrocytes were recorded to investigate what kind of

olive-green molecule was eluted from the blood into the super-

natant. The visible spectrum from the PBS-treated erythrocyte

suspension is quite different from that of erythrocyte suspension

treated by 0.1 M NaOH (initial pH = 13), aminoalcohol #10

and CUBIC-1 reagent (Figure 1C). We also recorded the visible

spectra from purified hemin (free heme chromophore released

from hemoglobin), purified biliverdin (which is a product of

heme catabolism), iron(II) chloride, erythrocytes, and superna-

tant of PFA-fixed blood treated by aminoalcohol #10 (Figure 1D)

or CUBIC-1 reagent (Figure S1A available online). The normal-

ized spectra of the erythrocyte and supernatant overlapped

almost completely with hemin solutions in aminoalcohol #10

or CUBIC-1, which suggests that heme is released from hemo-

globin in erythrocytes when treated by aminoalcohol #10 or the

CUBIC-1 reagent.

We noted that aminoalcohol #10 and CUBIC-1 reagent have

buffering capacity in pH 9–11 whereas other reagents did not

(Figure S1B). If buffering capacity in basic pH is critical for the

decolorizing capability, we predicted that a basic solution con-

taining 0.01 M NaOH, which usually elutes heme from hemoglo-

bin, will lose its decolorizing capability at a higher concentration

of erythrocytes because the higher concentration of cells will

shift the pH from basic to neutral. To test this prediction, we pre-

pared a mixture of erythrocytes and these chemicals at different

ratios (Figure 1E). Although urea and Triton X-100 in basic solu-

tion moderately promoted heme release at high chemical ratios,

these were less effective at lower concentrations. On the other

hand, aminoalcohol #10 and CUBIC-1 reagent promoted heme

release even at high erythrocyte ratios. As shown in Figure 1C,

the absorbance ratio between 600 nm and 575 nm can be used

as a quantitative index for the efficiency of heme release.

OD600/OD575 values of samples from Figure 1E were therefore

plotted against erythrocyte/chemical ratio (Figure S1C). These

results quantitatively confirmed that aminoalcohol #10 in the

CUBIC-1 reagent can efficiently promote heme release regard-

less of the erythrocyte/chemical ratio and can work as a

decolorizing buffer at moderate basic pH. We evaluated the

pH dependence on the efficiency of heme release for aminoal-

cohol #10, CUBIC-1 reagent, and non-buffered basic solution,

respectively (Figure 1F). In non-buffered basic solution, heme

was efficiently released from hemoglobin, but only at pH >11,

as previously reported (Kristinsson and Hultin, 2004). On the

other hand, aminoalcohol #10 efficiently eluted heme even in

moderately basic conditions around pH 10, which is within

the optimal pH range for fluorescence signal intensity of GFP-

related fluorescence proteins (Haupts et al., 1998). CUBIC-1 re-

agent further promoted heme release even around pH 9, which

might be attributed to a combinatorial effect with urea and/or

Triton X-100. These results suggested that aminoalcohol #10

in CUBIC-1 reagent expanded the pH window for efficient

heme release. To clarify the chemical properties of aminoalco-

hol #10 associated with its decolorizing capability, we investi-

gated erythrocyte with a series of aminoalcohol derivatives

(Figures S1D and S1E). These results revealed the chemical

properties (i.e., higher amines without carboxylic groups)
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associated with efficient decolorizing and might reflect the affin-

ity of these chemicals to the heme chromophore. Overall, ami-

noalcohol in CUBIC reagents critically contributed to blood

decolorization, which is assisted by its chemical capacities to

buffer pH in moderately basic conditions and to expand the

pH window for efficient heme release.
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Figure 1. Aminoalcohols in CUBIC Cocktails Decolorized the Blood by Efficiently Eluting Heme Chromophore

(A) Decolorizing of the PFA-fixed blood by the previously published CUBIC-1 cocktail (‘‘CUBIC-1’’) and its constituents. Numbering of aminoalcohol #10 was

derived from the previous chemical screening. Bright-field images of pellet and supernatant from fixed blood samples washed with PBS, CUBIC-1 reagent, 25 wt

% aminoalcohol #10, 25 wt% urea, 15 wt% Triton X-100, or 0.01 M NaOH, respectively. pH of the original liquid and supernatant is shown at the bottom.

(B) Decolorizing PFA-fixed blood by CUBIC-related chemicals. Bright-field images of pellet and supernatant from PFA-fixed blood samples washed with PBS,

CUBIC-1 reagent (‘‘CUBIC-1’’), a mixture of 25 wt% urea and 15 wt% Triton X-100 (‘‘Urea + Triton X’’), 25 wt% glycerol (‘‘Glycerol’’), or a mixture of 25 wt% urea,

25 wt% glycerol and 15 wt% Triton X-100 (‘‘Modified ScaleA2’’), respectively. pH of the original liquid and supernatant is shown at the bottom.

(C) Visible spectra of a chemically treated 0.1%mouse erythrocyte suspension. Erythrocytes were mixed with PBS (gray), 0.1 M NaOH (black), aminoalcohol #10

(magenta), or CUBIC-1 reagent (red), and were incubated at 37$C overnight. Inset: magnification of the Q-band region.

(D) Normalized visible spectra of 0.1% mouse erythrocyte (black), 1/10 diluted supernatant from (A) (red), 10 mM hemin (blue), 10 mM biliverdin (orange), and

100 mM iron(II) chloride (green), in 25 wt% aminoalcohol #10.

(E) Aminoalcohol #10 in CUBIC reagents facilitates the release of heme independent of the mixing ratio with erythrocytes. Bright-field images of the 1% to 20%

erythrocyte suspension mixed with CUBIC-1 reagent, 25 wt% aminoalcohol #10, 25 wt% basic glycerol, 25 wt% basic urea, 15 wt% basic Triton X-100, and

0.01 M NaOH. Indicated value in each well corresponds to pH.

(F) Aminoalcohol #10 in CUBIC reagents significantly expands the pH range of heme release. 1% erythrocyte suspension including 1-100 mM NaOH (black

diamond, n = 3), aminoalcohol #10 (pH = 9.4-11.0, magenta square, n = 3), CUBIC-1 (pH = 9.2-11.1, red circle, n = 3), and 25 wt% tris(hydroxymethyl)amino-

methane (pH = 10.6-11.8, green triangle, n = 3) incubated at 37$Covernight. Visible spectra of these samples were recorded. Because OD600/575 correlates with

the efficiency of heme release, OD600/575 of these samples is plotted against pH.

Data represent the average ± SD. See also Figure S1.
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Figure 2. CUBIC Provides a Simple and Efficient Whole-Organ and Whole-Body Clearing Protocol

(A) (Top) Whole-organ clearing protocol in 10 days. (Middle) Transmission images of whole organs (brain, heart, lung, kidney, liver, pancreas, spleen, andmuscle)

from adult C57BL/6N. In the CB-Perfusion protocol, deeply anesthetized mice were sacrificed and transcardially perfused with PBS, 4% PFA/PBS (w/v), and 1/2

diluted CUBIC-1 reagent. The excised organs were further cleared by CUBIC-1 reagent without postfixation in 4% PFA/PBS. (Lower-left) Bright-field images of

whole stomach and intestine from C57BL/6N treated with the CUBIC, CB-Perfusion protocol, SeeDB, or PBS using 10-day clearing protocol (Scale-treated

(legend continued on next page)
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CUBIC Is a Simple and Efficient Whole-Organ and
Whole-Body Clearing Protocol
In this study, we focused on the development of an immersion-

only tissue-clearing protocol based on hydrophilic clearing re-

agents (Extended Experimental Procedures). We evaluated the

clearing performance of Scale, SeeDB, and CUBIC protocols in

various organs (Hama et al., 2011; Ke et al., 2013; Susaki et al.,

2014). Each protocol was based on the experimental conditions

of the original papers, as shown in Figure 2A, except for a daily

exchange of the clearing medium. We measured the temporal

development of average transmittance of different organs (brain,

heart, lung, kidney, and liver) with each protocol (Figure S2A) and

obtained transmittance curves of these organs around the visible

region after 10 days (Figure S2B). TheCUBIC protocol was supe-

rior to othermethods in both clearing kinetics and plateau perfor-

mance in transmittance for all organs studied.We confirmed that

the CUBIC protocol enhanced the transmittance of organs in the

480–680 nm range, as expected from the decolorizing capability

of CUBIC reagents. Bright-field images of different organs (brain,

heart, lung, kidney, liver, pancreas, spleen, muscle, stomach and

intestine, and skin) after 10 days also demonstrated that all or-

gans treated with CUBIC reagents resulted in the most trans-

parent and decolorized images (Figure 2A).

Based on the blood decolorizing capability of the CUBIC-1

reagent, transcardial perfusion of this reagent (and hence

the blood decolorizaion through blood vessels) will enhance

whole-organ and whole-body clearing. We thus developed a

CUBIC perfusion (CB-Perfusion) protocol to achieve whole-or-

gan and whole-body clearing. In the original CUBIC protocol, tis-

sues were conventionally fixed by transcardial perfusion of 4%

PFA (25–50 ml) and were immersed in 4% PFA at 4$C overnight

as a postfixation. In the advanced CB-Perfusion protocol, tis-

sues in the entire body were fixed by prolonged transcardial

perfusion of 4% PFA (150 ml) and were then cleared by subse-

quent transcardial perfusion of 1/2 diluted CUBIC-1 reagents

(20 ml). Each organ was then extracted and further cleared by

CUBIC reagents. The CB-Perfusion protocol accelerated the

clearing kinetics and further enhanced the plateau performance

in transmittance when compared with the original CUBIC proto-

col (Figures S2A and S2B). In a bright-field imaging comparison

of all organs, the CB-perfused organs were the clearest (Fig-

ure 2A). These results indicate successful development of the

whole-organ clearing protocol, which finishes within 10 days.

We next attempted whole-body clearing of infant (postnatal

day 1 [P1] and P6) and adult mice (19-week-old) by using this

CB-Perfusion protocol. After transcardial perfusion of 4% PFA

and 1/2 diluted CUBIC-1 reagent and subsequent detachment

of skin, the entire body was cleared by the CUBIC-1 reagent.

We noticed that the clearingmedium (CUBIC-1 reagent) immedi-

ately turned a dark green color probably due to decolorization

of endogenous chromophores (mainly heme). To facilitate the

whole-body clearing, clearing medium were refreshed daily for

2 weeks. The clearing medium gradually became less colored,

and after 2 weeks, the apparent transparency of the whole

body became saturated. Whole-body samples can be then

stored in CUBIC-1 reagent and even shaken at 37$C over

months because the high pH of CUBIC-1 reagents prevents pro-

liferation of microorganisms. Bright-field images of infant mice

(P1 and P6) demonstrated that CB-Perfusion protocol transpar-

entized and decolorized P1 and P6 infant mice (Figure 2B). We

confirmed the visualization of chest and abdominal backbones

aswell as bones of limbs through internal organs and soft tissues

from both ventral and dorsal sides of the body. Bright-field im-

ages of adult mice (19-week-old) demonstrated that CB-Perfu-

sion protocol also markedly transparentized and decolorized

adult mice (Figures 2B and S2C). The bones of forelimbs

(including scapula, humerus, radius, and ulna) and hindlimbs

(including femur, tibia, and fibula) and caudal vertebrae were

clearly visualized in either V-D or the dorsal-to-ventral (D-V) im-

ages of adult mice.

CUBIC Is Applicable to Whole-Body Imaging of Infant
and Adult Mice with Single-Cell Resolution
The high transparency of CB-perfused samples prompted us

to perform light-sheet fluorescence microscopy (LSFM). As

previously described, the CUBIC protocol is compatible with

whole-brain nuclear counterstaining (Susaki et al., 2014). We

thus applied nuclear counterstaining by propidium iodide (PI)

to whole-body samples and imaged PI-stained CAG-EGFP

transgenic (Tg) (Okabe et al., 1997) P1 mouse transparentized

and decolorized by the CB-Perfusion protocol. Whole-body im-

ages were obtained from two opposite directions (D-V and V-D)

(Figure 3A). Both images were sufficiently clear even at 4–5 mm

depth. Nuclear staining with PI tends to highlight non-muscular

organs and solid tissues, whereas CAG-EGFP signals were

more intense in the muscular organs such as heart and subcu-

taneous tissue. Magnified images from the same sample were

also obtained to visualize internal structures of head, chest,

abdominal, and pelvic organs as well as limbs (Figures 3B,

S3A, and S4). These images were then deconvolved by Auto-

Quant X3 software (we denoted the deconvolved images as pre-

fix ‘‘DCV-’’ in the figures). For example, the granule duct in the

submaxillary gland, coronary vessels in the heart, bronchiole

in the lung, gastric walls in the stomach, vascular structures in

the liver, renal cortex andmedulla in the kidney, villus in the intes-

tine, and penis and testis in the scrotum were clearly identified in

each z stack image (Figure S4). Surprisingly, detailed structures

in hippocampus and cerebellum were visible through the skull,

central canal inside the spinal cords were seen through verte-

brae, and internal structures of tibia in the leg were also visual-

ized (Figures 3B and S4). We note that the magnified images

of these organs resolved to single-cell levels (Figure 3C, top).

We also performed whole-body imaging of PI-stained CAG-

EGFP Tg P6 mouse transparentized and decolorized by the

stomach and intestine were usually fragile and torn during the procedure due to proliferation of microorganisms; thus it was impossible to take comparison data).

(Lower-right) Bright-field images of skin from BALB/c-nu/nu treated with CUBIC reagents and PBS using the 10-day clearing protocol.

(B) Whole-body clearing protocol in 2 weeks. Bright-field images (ventral and dorsal view) of whole body (C57BL/6N P1, P6, and adult mice) stocked in PBS after

fixation or subjected to the CB-Perfusion protocol. 8-week-old mouse for the PBS sample and 19-week-old mouse for the cleared sample are shown.

See also Figure S2.
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CB-Perfusion protocol. Because the P6 mouse was too large to

be captured in a single view, we obtained whole-body images

from three views (head, chest, and abdomen, Figure S3C). The

quality of whole-body images of P6 mice was almost compara-

ble to that of P1 mice and visualized the internal structures of

head, chest, abdominal, and pelvic organs as well as limbs.

We next performed whole-body imaging of PI-stained CAG-

EGFP Tg adult mice (8-week-old) transparentized and decolor-

ized by the CB-Perfusion protocol. Adult mice bodies could

not fit into existing LSFMs, so we dissected the adult body into

four parts (chest organs, abdominal organs, forelimbs, and hin-

dlimbs) and then obtained their images (Figures 3D and S3B).

Adult mouse tissues exhibited much higher contrast between

PI and EGFP signals than those of infant mice. For example,

EGFP signals were much higher in heart, pancreas, stomach,

andmuscles probably because EGFP expression fromCAGpro-

moter in these organs was elevated. In z stack images of chest

organs, ventricle structures in the heart and bronchiole in the

lung can be clearly visualized (Figure 3D). In z stack images of

CAG-EGFP Tg P1 whole body images with PI staining
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Figure 3. CUBIC Is Applicable to Whole-

Body Imaging of Infant and Adult Mice with

Single-Cell Resolution

(A) 3D-reconstituted and X-Y plane (indicated with

Z position), lower-resolution whole-body images of

PI-stained CAG-EGFP Tg P1 mouse. Images were

acquired with light-sheet fluorescence microscopy

(LSFM) from the ventral-to-dorsal (V-D) and dorsal-

to-ventral (D-V) directions, respectively.

(B) 3D-reconstituted and X-Y plane body images of

PI-stained CAG-EGFP Tg P1 mouse. Head (D-V),

chest organs (V-D), abdominal, and pelvic organs

(V-D and D-V) are shown. All images were decon-

volved with AutoQuant X3 software. Prefix ‘‘DCV-’’

indicates the deconvolved image.

(C) Magnified images in (B) (Chest, Z = 2500) and

(D) (Chest, Z = 3000) indicating these images taken

with single-cell resolution. Each dot is PI signals of

single cell nucleus.

(D) 3D-reconstituted and X-Y plane body images

of the PI-stained CAG-EGFP Tg adult mouse

(8-week-old). Chest organs (V-D), upper abdominal

organs (V-D), lower abdominal organs (D-V), and

hindlimb are shown. Enlarged parts in (C) are indi-

cated as a white box in (B) and (D). Prefix ‘‘DCV-’’

indicates the deconvolved image.

See also Figures S3 and S4.

abdominal organs, vascular structure in

the liver, cortex, and medulla in the kid-

ney, muscularis externa in the stomach,

and villus in the intestine were also visual-

ized (Figure 3D). Tibia and fibula as well

as fiber orientation of gastrocnemius and

muscles in the hindlimb were also clearly

visualized (Figure 3D). We note that

the images of these adult organs also

achieved single-cell resolution (Figure 3C,

bottom). These results demonstrated that

CUBIC is applicable to the imaging of the

internal structures of entire body regions (chest and abdominal

organs, forelimb, and hindlimb) with single-cell resolution.

CUBIC Is Applicable to Whole-Organ Imaging with
Single-Cell Resolution
For rapid whole-organ imaging, we used a knockin (KI) mouse

strain expressing three tandem repeats ofmKate2 with a nuclear

localization signal, under control of the CAG promoter (Niwa

et al., 1991) from the 30-UTR of b-actin gene locus (Tanaka et al.,

2012). We used mKate2 because of its signal intensity, photo-

stability, and rapid protein maturation (Chudakov et al., 2010;

Shcherbo et al., 2009), as well as its resistance to fluorescence

quenching by CUBIC reagents, as previously described (Susaki

et al., 2014). We then performed whole-organ imaging of various

CB-perfusedorgans, includingheart, lung, kidney, liver, pancreas,

spleen, muscle, stomach, and intestine from this b-actin-nuc-33

mKate2KImouse (8-week-old) and counterstainedwithSYTO16,

a cell-permeable green-fluorescent nucleic acid stain. The result-

ing 3D-reconstituted image of each organ in this mKate2 KI
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mouse, as well as its horizontal, coronal, and sagittal sections,

enabled the visualization of spatial gene expression patterns

(from the CAG promoter at b-actin 30-UTR) and examination of

detailed internal structures (Figures 4A–4D and S5A–S5F). For

example, 3D reconstitution images of the heart successfully visu-

alized not only lumens of atria and ventricle, but also internal
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Figure 4. CUBIC Is Applicable to Whole-Organ Imaging with Single-Cell Resolution

The reconstituted 3D and section images of a heart (A), lung (B), kidney (C), and liver (D) from nuclear-stained b-actin-nuc-33mKate2 KI mouse (8-week-old) and

skin and ear (E) from CAG-EGFP Tg mouse (10-week-old) were acquired with LSFM. Raw X-Y section images and reconstituted Y-Z and X-Z section images are

at the indicated positions. Prefix ‘‘DCV-’’ indicates the deconvolved image. In (A–D), enlarged images indicated by a white box on z plane images are shown,

indicating that these images are taken at single-cell resolution. Each dot is nuclear-localized mKate2 signals from single cell nuclei.

See also Figures S5 and S6.

Cell 159, 911–924, November 6, 2014 ª2014 Elsevier Inc. 917



papillary muscle, coronary vascular structures, and even valve

structures (Figure 4A). In lungs, the networks of trachea, bronchi,

and bronchiole in both lobes were clearly identified (Figure 4B). In

the kidney, 3D reconstitution imageseasily distinguishedbetween

renal cortex,medulla, and pelvis (Figure 4C). In the liver, two kinds

of vascular structures were identified as thicker vessels, which

would indicate the hepatic artery, and thinner vessels, which

would indicate the portal vein (Figure 4D). Langerhans islets and

pancreatic ducts were identified in the pancreas (Figure S5A).

Splenic white pulp and red pulp were identified in the spleen (Fig-

ure S5B). Orientations of muscle fibers and blood vessels were

observed in the muscle (Figure S5C). Corpus glands were signifi-

cantly highlighted, and pylorus and cardia were clearly observed

in the stomach (Figure S5D). Mesentery and villi were seen in the

intestine (Figure S5E).We also obtained 3D reconstitution images

of brain as well as kidney and muscle, which are contralateral to

those in Figures 4C and S5C from the identical mouse body (Fig-

ure S5F). In addition to imaging internal organs and muscles, we

collected skin and ears from pelage-removed CAG-EGFP Tg

mouseandsubjected themtoCUBIC reagentswithnuclear-coun-

terstain PI. We then performed whole-organ imaging of these

tissues (Figure 4E). EGFP signals highlighted epidermis, muscle

layer under hypodermis, and residual pelage, whereas PI signal

intensity was relatively higher in hair matrix cells. Taken together,

these resultsdemonstrate thatCUBICenableswhole-organ imag-

ing with single-cell resolution of almost all organs by using various

fluorescence proteins.

The successful whole-organ imaging using mKate2 led us to

test other fluorescence proteins, including EGFP and YFP. We

performed similar whole-organ imaging of each organ from three

strains of CB-perfused adult mice: CAG-EGFP Tg (Figure S6A),

an EGFP-fused histone-2B-expressing strain (R26-H2B-EGFP

[CDB0239K]; Figure S6B) (Abe et al., 2011), and a Thy1-YFP-H

Tg strain (Figure S6C) (Feng et al., 2000), respectively. PI was

used as nuclear staining for whole-organ imaging of these

strains. When we captured the section images of each organ

from CAG-EGFP Tg (Figure S6A) and b-actin-nuc-3 3 mKate2

KI mice (Figures 4 and S5), the spatial distribution of fluores-

cence proteins (EGFP and nuc-3 3 mKate2) was markedly

different. This is because EGFP was localized in the nucleus

and cytosol, whereas mKate2 was localized only in the nucleus.

Similarly, we could obtain 3D reconstitution images of whole or-

gans fromR26-H2B-EGFP and the neuronalmarker Thy1-YFP-H

(Figures S6B and S6C). These results demonstrate that CUBIC

protocol enableswhole-organ imagingwith various fluorescence

proteins (mKate2, EGFP, and YFP) and that whole-organ imag-

ing with single-cell resolution can extract 3D single-cell informa-

tion of internal anatomical structures in different organs.

CUBIC Is Applicable to 3D Pathology of Langerhans
Islets in the Diabetic Pancreas
One attractive application of whole-body andwhole-organ imag-

ing with single-cell resolution is 3D pathology of organs. To test

this potential, we investigated the spatial distribution of Langer-

hans islets (LIs) in diabetic and normal pancreases by using the

CB-Perfusion protocol. As a model, we first focused on diabetic

pancreases because BABB-based analysis combined with

optical projection tomography (OPT) has already been applied

(Alanentalo et al., 2007). Streptozotocin (STZ) is a well-known

cytotoxic agent for pancreatic b cells, which disrupts the ability

of b cells to secrete insulin and stabilize blood sugar levels

(King, 2012). High-dose STZ injection destroys b cells, which

are major constituents of LIs and induce type I diabetes mellitus.

LIs contract because of b cell destruction after the onset of dia-

betes. We therefore performed comprehensive and statistical

analysis of diabetic LIs in the whole pancreas of adult mice. We

dissected and transparentized pancreases from saline-treated

control mice (n = 3) and acute type I diabetic mice (n = 3, whose

blood sugar levels were over 400 mg/dl as shown in Table S1) by

the CB-Perfusion protocol with PI staining. Acquired images

enabled us tomorphologically distinguish the characteristic clus-

ters (LIs) from the characteristic tracts (pancreatic ducts) (Fig-

ure 5A). We identified and 3D reconstituted all LIs according to

Figure 5A and Extended Experimental Procedures. The image

analysis also provided a spatial distribution of LIs in the pancreas.

For example, larger LIs tend to be localized along pancreatic

ducts. By using the extracted LI data, we can compare the total

number of LIs between diabetic and healthy mice. As expected,

the average number of LIs was significantly reduced by the onset

of diabetes (Figure 5B, left, p = 0.005). The differences of average

LI volume between diabetic and healthy mice were also margin-

ally significant (Figure 5B, center, p = 0.09), which is consistent

with the observed reduction in the existence probability of larger

LIs in diabeticmice (>1.03 107 mm3, Figure 5B, right). These data

indicate that larger LIs are more susceptible to b cell impairment

induced by STZ administration. Overall, these results indicate

that CUBIC enables 3D pathology of a diabetic pancreas.

CUBIC Is Applicable to 3D Anatomy of Various Organs
The successful 3D pathology of diabetic pancreases prompted

us to generalize this to 3D anatomy of various organs, which

may provide a versatile platform for elucidation of cellular mech-

anisms underlying the physiology and pathology of observed

anatomical structures. As a test case, we analyzed whole-heart

images from mKate2 KI mouse. We noted that mKate2 signals

are more intense in the surface of the tracts, which can be

morphologically annotated as coronary vessels (Figure 6A). We

extracted, by using the surface analysis in the Imaris software,

high-intensity signals in the heart and excluded the surfaces of

smaller volume size, resulting in 3D images of coronary vessels

covering the entire heart (Figure 6A and Movie S1). Internal

structures such as tendinous cords and valves could be also

visualized (Figure S7A). We also analyzed whole-lung images

from the samemKate2 KI mouse. We noted that mKate2 signals

in respiratory tract fall to undetectable levels, and thus we can

extract low-intensity signals in the lungs, resulting in a bronchial

tree covering the entire lung (Figure 6B and Movies S2 and S3).

Interestingly, the 3D-reconstituted image of the tree includes

main stem bronchus, bronchi, bronchioles, and even alveoli

structures. We next analyzed whole-kidney images from the

same mKate2 KI mouse. Renal cortex, medulla, and pelvis

were clearly distinguished and annotated with characteristic

signal patterns of SYTO16 and mKate2 (Figure 6C and Movie

S4). We further analyzed whole-liver images from the same

mKate2 KI mouse (Figure 6D and Movie S5). We extracted two

vessel structures inside of the image, which were characterized
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by high and low SYTO 16 signals, and were thus identified as he-

patic arteries and portal veins, respectively. Finally, we extended

similar anatomical analysis to whole-body images of PI-stained

CAG-EGFP Tg P1 mouse (Figure 3). Each organ inside of the

chest and upper abdomen were clearly visualized (Figure S8A

and Movie S6) with their inside structures, such as a bronchial

tree in the lung (Figure S8B), vascular structures in the liver (Fig-

ure S8C), villi in the intestine (Figure S8D), and spatial relations of

esophagus and esophageal gland (Figure S8E). These results

suggest that CUBIC enables 3D anatomy of various organs

even in whole-body images, which will provide a versatile plat-

form for systems-level elucidation of cellular circuits underlying

the physiology and pathology of various organs of interest.

CUBIC Is Applicable to 3D Immunohistochemistry of
Various Organs
Another challenge for establishing whole-organ imaging is the

development of 3D immunohistochemistry (3D-IHC). In our pre-

vious work, we have demonstrated that CUBIC was applicable

to the 3D-IHC using large blocks of brain tissue (Susaki et al.,

2014). According to the protocol, we performed 3D-IHC of
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Figure 5. CUBIC Is Applicable to the 3D Pa-

thology of Langerhans Islets in the Diabetic

Pancreas

(A) The procedures for image analysis of LIs in

pancreases. First, LIs in each X-Y plane image

were manually identified. Seven LIs (white circles)

were identified in the center-top panel. Then, these

LIs were visualized in a 3D image with surface

analysis on the Imaris software. In the upper-right

panel, the seven LIs (yellow) are in the plane. Four

other LIs (blue) are not in the same plane. The

pancreatic duct (green) is also indicated. The

spatial distribution of LIs (blue) as well as a

pancreatic duct (green) is displayed in the lower-

left and lower-center panels. Finally, LI counting

and volume analysis were conducted on the Imaris

software, shown in the lower-right panel.

(B) Statistical analysis of LIs in the whole pancreas

from control mice (n = 3) and diabetes mice (n = 3).

Data represent the average ± SE. The average

number of LIs was significantly reduced by the

onset of diabetes (left, p = 0.005). The differences

of average LI volume between diabetic and healthy

mice were also marginally significant (center,

p = 0.09), which is consistent with the observed

reduction in the existence probability of larger LIs

in diabetic mice (right, > 1.0 3 107 mm3).

(C) Computational, semi-automated identification

of LIs. Position 1 image of #1 mouse was used.

(Left and center) Raw and processed image with

extracted islets (green circles) at plane 80. (Right)

Reconstituted 3D image with all identified islets.

See also Table S1.

nuclear-stained whole-organ samples

(Figure 7A). Organ samples with CB-

Perfusion were subjected to CUBIC-1

treatment, followed by 3D-IHC with anti-

bodies to two proteins expressed in the

organs. We used a-smooth muscle actin (a-SMA) antibody to la-

bel the heart, stomach, and intestine and pan-cytokeratin anti-

body to the lung. After immunostaining, organ samples were

treatedwith CUBIC-2 for several hours to 1 day, and the resulting

samples were observed with LSFM. The immunostained signals

were detected over 1 mm depth and were visualized as 3D-re-

constituted images (Figure 7). In the heart, the immunofluores-

cence signal for a-SMA antibody clearly highlighted vascular

structures (Figure 7B). Epithelial cells in the lung were visualized

by immunostaining with the antibody to pan-cytokeratin (Fig-

ure 7C). Previously reported staining pattern of pan-cytokeratin

was recapitulated by CUBIC-based 3D-IHC (Xiang et al.,

2007). a-SMA antibody also visualized smooth muscular cells

in the stomach and intestine (Figures 7D and 7E). The CUBIC

protocol is thus applicable to the 3D-IHC of various organs.

DISCUSSION

Aminoalcohols in CUBIC Enable Decolorization of Blood
Almost all animals are not transparent because their body is

composedofRI-mismatchedmaterials aswell as light-absorbing

Cell 159, 911–924, November 6, 2014 ª2014 Elsevier Inc. 919
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Figure 6. CUBIC Is Applicable to the 3D Anatomy of Various Organs

Extraction of internal structures was performed with surface analysis of Imaris software. The reconstituted 3D images of the heart (A), lung (B), kidney (C), and liver

(D) from the SYTO 16-stained b-actin-nuc-33mKate2 KI mouse (8-week-old) in Figure 4 were used. After surface extraction by the software, each structure was

manually curated and extra surface signals were eliminated.

(A) Structural identification of coronary vessels and ventricles in the heart. ContiguousmKate2 signals with high or low intensity within the heart were extracted as

coronary vessels (left two panels) or ventricles (right two panels). RAu, right auricle; RAt, right atrium; RV, right ventricle; LA, left atrium; LV, left ventricle; PA,

pulmonary artery; PV, left ventricle.

(legend continued on next page)
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pigments. Although a number of tissue-clearingmethods (BABB,

THF-DBE, Scale, SeeDB, ClearT) and protocols (3DISCO,

CLARITY, PACT-PARS) have been developed, the importance

of tissue decolorization may have been overlooked because

these methods were mainly optimized for pigment-less brains

andhence focusedon the adjustment ofmismatchedRIs (Becker

et al., 2012; Chung et al., 2013; Dodt et al., 2007; Ertürk et al.,

2012; Hama et al., 2011; Ke et al., 2013; Kuwajima et al., 2013;

Yang et al., 2014). However, when applied to whole body, thick

tissues may block photons in the visible region due to the absor-

bance by endogenous pigments. Animals genetically lacking

endogenous pigments have see-through bodies such as the

medaka, in which superficial organs can be visualized across

body surfaces (Ohshima et al., 2013; Wakamatsu et al., 2001).

Therefore, to visualize detailed structures in deeper organs by

single-photon excitation microscopy, we must overcome the

light absorbance by heme, which is one of the most abundant

chromophores in the body (Faber et al., 2003; Weissleder,

2001), in addition to light scattering by mismatched RIs. In the

previous study, we demonstrated that aminoalcohols in CUBIC

cocktails significantly enhancedwhole-brain clearing via homog-

enizing mismatched RIs (Susaki et al., 2014). In this study, we

discovered another unexpected chemical nature of aminoalco-

hols: tissue decolorization. Q bands (&500–700 nm) of heme in

erythrocytes treated with aminoalcohol #10 or CUBIC-1 reagent

were considerably changed from those of hemoglobin-bound

form (Figure 1C). These results imply that the aminoalcohols

could be tightly bound to heme porphyrin instead of oxygen

and histidine in hemoglobin, which may facilitate heme release

and explain the unexpected expansion of the effective pH win-

dow for heme release. Additionally, the buffering capability of

aminoalcohol #10 in moderately basic conditions should also

contribute to the decolorizing performance (Figures 1E and 1F).

Importantly, the buffering capability of aminoalcohol #10 is

exerted in moderately basic conditions, which is the optimal pH

range for the fluorescence signal from GFP-related fluorescence

proteins (Haupts et al., 1998). In fact, treatment of individual or-

gans by CUBIC reagents led to much higher transmittance in

the visible region than that of organs treated by other reagents

(Figure S2B), whereas CUBIC reagents could preserve the fluo-

rescence signal from various kinds of GFP-related fluorescence

proteins (Figure S6).

CUBIC Enables Whole-Body Clearing and Whole-Body
Imaging with Single-Cell Resolution
In this study, we demonstrated that the CB-Perfusion protocol,

which enabled both tissue decolorization and adjustment of mis-

matched RIs, achieved the visualization of chest and abdominal

backbones through internal organs as well as bones of limbs

through soft tissues from both ventral and dorsal sides of the

adult and infant mice (Figure 2B). We also demonstrated that

the CB-Perfusion protocol achieved whole-body (Figure 3) and

whole-organ (Figure 4) imaging with single-cell resolution. We

note that CUBIC is also compatible with other protocols. For

example, we previously demonstrated that CUBIC reagents

are applicable to clear acrylamide-gel-embedded samples pre-

pared according to the CLARITY protocol (Susaki et al., 2014).

Therefore, we expect that another CLARITY-inspired protocol,

PARS, can be a useful fixation method for the endogenous mol-

ecules before CUBIC treatment. Because the PARS method is

based on the intracardiac circulation of detergents (Yang et al.,

2014), similar to the CB-Perfusion protocol, additional circulation

of decolorizing medium (CUBIC cocktails) might increase trans-

parency in the PARS method.

There are still some fundamental technical challenges remain-

ing in both whole-body clearing and whole-body imaging.

Although in this study CUBIC cocktails facilitated the transpar-

ency of internal organs and soft tissues for the infant and adult

mice body by tissue decolorization, these clearing reagents

are not effective for bones. Conventionally, decalcification is

rendered by the continuous immersion of acids (such as formic

acids) or chelating agents (such as EDTA) (Mack et al., 2014).

Therefore, the combination of effective chelating solution with

CUBIC cocktails might provide further decalcification properties

for the current chemical cocktail. Alternatively, larger chemical

screening for tissue-clearing reagents (Susaki et al., 2014) could

afford a series of alternative candidates for tissue- and/or bone-

clearing reagents that may provide more clearing potency with

fewer drawbacks. In whole-body imaging, further optimization

of LSFM setup is also required to seamlessly capture whole-

body images of adult mice. Because the movable range of the

stage was limited in the currently existing LSFM setup, the

largest field of view corresponded to a P1mouse. An entire adult

mouse is much thicker, wider, and longer than the body of an

infant mouse. Thus, extension of focus depth in the illuminated

light-sheet, expansion of the movable range of the stage, and

seamless tiling of the reconstituted images should be improved

in future LSFM setups.

CUBIC Is Applicable to 3D Pathology, Anatomy, and
Immunohistochemistry
Whole-body and whole-organ imaging with single-cell resolution

will play a fundamental role in achieving 3D studies of pathology

and anatomy, which will aid in systems-level elucidation of

cellular mechanisms underlying abnormal and normal body

states. In this study, we applied CUBIC-based whole-body

clearing and LSFM-based whole-organ/whole-body imaging to

achieve 3D pathology, anatomy, and immunohistochemistry.

(B) Structural identification of the bronchial tree (light blue) and peripheral alveoli (green) in the lung. Contiguous mKate2 signals with moderate intensity within or

on the edge of the lung were extracted as the bronchial tree or alveoli, distinguished by their values of surface area.

(C) Structural identification of renal cortex, medulla, and pelvis in the kidney. High-intensity signals in SYTO 16 channel and high- or low-intensity signals of

mKate2 channel were extracted as the cortex, medulla, or pelvis, respectively.

(D) Structural identification of vessels in the liver. Two types of vascular structures (with or without high-concentrated nuclei signals around the vessel) were

distinguished. Contiguous SYTO16 signals with low ormoderate intensity were extracted as the portal vein (blue) or wall of the hepatic artery (red), respectively. In

mKate2 channel, similar contiguous signals with low intensity were also extracted and merged with the hepatic artery structure (red).

See also Figures S7 and S8.
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As a model case study, we analyzed entire pancreases in dia-

betic and normal mice to reveal the volume distribution of LIs be-

tween diabetic and healthy mice. As expected, the total number

and volume distribution of LIs were significantly different be-

tween normal and diabetic mice (Figure 5). We also note that

larger LIs tend to be localized along pancreatic ducts and
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Figure 7. CUBIC Is Applicable to the 3D Immunohistochemistry of Various Organs

(A) CUBIC protocol for 3D immunohistochemistry (3D-IHC) of CB-perfused various organs. The reconstituted 3D and section images of a SYTO 16- or PI-stained

heart (B), lung (C), stomach (D), and intestine (E) from C57BL/6N mouse (11-week-old) immunostained with Cy3-conjugated anti-a-SMA for heart, stomach, and

intestine or FITC-conjugated anti-pan cytokeratin for lung were acquired with LSFM. Magnified 3D images and raw X-Y section images are at the indicated

positions.
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are more susceptible to b cell impairment induced by STZ

administration.

The application of whole-body andwhole-organ imaging tech-

niques is not limited to the pancreas but can be extended to

other organs. In this study, we demonstrated that 3D anatomy

is feasible for other medically important structures from whole-

organ (Figure 6) or whole-body images (Figure S8) such as

coronary vessels in the heart; the bronchial tree in the lungs;

glomeruli distributed through the cortex and the medullary rays

in the kidney, artery, and vein networks of the liver; and villi in

the intestine. Although such medically important structures are

annotated manually in this study, automated or semi-automated

extraction of medically important anatomical structures will

facilitate 3D pathology and anatomy in future. As a pilot study,

we attempted and succeeded in semi-automated extraction of

medically important anatomical structures in abdominal and

chest organs such as LIs in the pancreas (Figure 5C) and the cor-

onary vessels in the heart (Figure S7B). We also note that CUBIC

application is not limited to transgenic mice with fluorescence

reporter (Figure 7). Because 3D-IHC is compatible with CUBIC,

this whole-organ and whole-body clearing technique can be

widely applied to various mice without fluorescence reporter.

When combined with informatics as well as immunohistochem-

istry, CUBIC will thus contribute to the systems-level elucidation

of cellular mechanisms underlying the generation and progres-

sion of diseases especially with stochastic and proliferative pro-

cesses such as autoimmune diseases. New research fields such

as organism-level systems biology based on whole-body imag-

ing with single-cell resolution lie ahead.

EXPERIMENTAL PROCEDURES

Additional details are available in the Extended Experimental Procedures.

Decolorization of the Blood by Aminoalcohols in CUBIC Cocktails

PFA-fixed blood was thoroughly mixed with each chemical, and resultant pel-

let and supernatant were imaged by bright-field microscopy. For taking visible

spectra data, erythrocytes were mixed with each chemical and incubated

at 37$C overnight. The mixtures and supernatant were diluted 10-fold with

each chemical. The visible spectra of samples was recorded by UV/Vis spec-

trometer (JASCO, V-550, Japan). In the decoloring capacity test, the mixtures

of erythrocytes and each chemical with different mixing ratios (erythrocyte/

chemical = 0.01 to 0.20) were incubated at 37$C overnight. Bright-field images

of these samples were captured. In the pH dependency of heme release,

erythrocytes were mixed with each chemical and incubated at 37$C for 1 hr.

The OD575 and OD600 values of the mixtures were measured with the

PowerWave XS and the attached operation software (Bio-Tek).

Mice

The b-actin-mKate2 knockin mouse (b-actin-CAG-nuc-3 3 mKate2) strain

was established in our laboratory. We also used the R26-H2B-EGFP KI

(CDB0238K) (Abe et al., 2011), Thy1-YFP-H Tg (Feng et al., 2000), C57BL/

6-Tg (CAG-EGFP) (Okabe et al., 1997), BALB/cAJcl-nu/nu, and wild-type

C57BL/6N mouse strains. We fed DietGel Recovery (LSG Corporation,

72-06-5022, Japan) to mice for imaging the intestine. Diabetes was induced

in male C57BL/6N mice at 8 weeks by a single intraperitoneal administration

of saline or 10 mg/ml streptozotocin (total 200 mg/kg, Wako Pure Chemical

Industries, 197-15153) at day 0. Blood glucose values were measured by a

blood glucose monitor (GLUCOCARD G Black; ARKRAY) after fasting for

6 hr at day 0 and 4. Mice with blood glucose levels over 300 mg/dl (n = 5) at

day 4 and saline-administered mice (n = 4) were used for clearing with CUBIC

perfusion and PI staining. All experimental procedures and housing conditions

were approved by the Animal Care and Use Committee of Graduate School of

Medicine, the University of Tokyo or by the Animal Care and Use Committee

of the RIKEN Kobe Institute, and all of the animals were cared for and treated

humanely in accordance with the Institutional Guidelines for Experiments

Using Animals.

The CUBIC Protocol and Other Clearing Methods

Two CUBIC reagents were prepared as previously reported (Susaki et al.,

2014). For preparation of CUBIC-treated (non-perfused) samples, the fixed

organs were immersed in CUBIC-1 reagent for 5 days and were further

immersed in CUBIC-2 reagent. To make CUBIC-1 reagent penetrate

throughout the whole body, we also performed the CB-Perfusion protocol.

The anesthetized adult mouse was perfused with 10 ml of 10 U/ml of heparin

in PBS, 150 ml of 4% (w/v) PFA in PBS, 20 ml of PBS (to wash out PFA), and

20 ml of 50% (v/v) CUBIC-1 reagent (1: 1 mixture of water: CUBIC-1) in this

order via left ventricle of the heart. (The protocol was slightly modified for

infant mice.) The resulted whole animal or excised organs were continuously

immersed in CUBIC-1 reagent for 5 days to several weeks. Organs were

further immersed in CUBIC-2 reagent. These samples were stained with nu-

cleic acid stains PI (Life Technologies, P21493) or SYTO 16 (Life Technologies,

S7578), when indicated. We also performed SeeDB standard protocol (Ke

et al., 2013) and ScaleA2 and ScaleB4 protocol (Hama et al., 2011). Light trans-

mittance was measured with an integrating sphere (Spectral Haze Meter SH

7000, Nippon Denshoku Industries).

Microscopy and Image Analysis

Whole-body and organ fluorescence images were acquired with light-

sheet fluorescence microscopy (LSFM) (Ultramicroscope, LaVision BioTec,

Germany) as reported previously (Dodt et al., 2007; Susaki et al., 2014). All

raw image data were collected in a lossless 16-bit TIFF format. 3D-rendered

images were visualized, captured, and analyzed with Imaris software (version

7.6.4 and 7.7.1, Bitplane). Blind 3D deconvolution for a set of our LSFM z stack

images was performed with software AutoQuant X3 (Media Cybernetics).

Anatomical structures and LI quantification were performed with surface

analysis of Imaris software. Automated detections of anatomical structure

were performed with Fiji (Schindelin et al., 2012) and using a filtering method

implemented in C++.

SUPPLEMENTAL INFORMATION

Supplemental Information includes Extended Experimental Procedures, eight

figures, one table, and six movies and can be found with this article online at

http://dx.doi.org/10.1016/j.cell.2014.10.034.
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